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DETERMINANTAL EVALUATION OF FOUR WRONSKIAN MATRICES
JETEPMIHAHTHI OHIHKN HOTUPHOX MATPUILIb BPOHCBKOT'O

Two determinants of Wronskian matrices are evaluated when the matrix rows are partitioned into n blocks. Analogous
formulae are derived for the matrices involving compositions of formal power series as entries.

OTpHUMaHO OLIHKH ABOX JETEPMIHAHTIB MaTpHUllb BPOHCHKOrO y BHIIAIKY, KOJIH PSAKA MaTpUIlb po30HUTO Ha 1 OIOKIB.
AmnasoriuHi GopMynH 3ampONOHOBAHO UIS MaTPHIb 3 €JIEMEHTaMH, SIKi MICTATh KOMITO3UIII0 (OPMAIBHHUX CTECIICHEBUX
psnis.

For the m-times differentiable functions { f;(z)}o<k<m, the corresponding Wronskian determinant
reads as

i
ogi,?zm [ij(x)],
One class of these determinants can be evaluated (cf. [2, 4—7]) when all the functions are powers of
one fixed function.

Another class concerns formal power series and composite functions. For a fixed unitary formal
power series f(x), let [2*]f(x) stand for the coefficient of ¥ in f(x) and f™ (x) for the Ath com-
posite series of f(z). When matrix entries are replaced by [z/11]fV)(z), Kedlaya [3] discovered a
product expression for the corresponding determinant, which has been generalized subsequently by
the author [2].

In this paper, we shall investigate the determinantal evaluation when the rows of the matrices just
mentioned are partitioned into n subsets. As preliminaries, a general expansion theorem that express
a determinant as a multiple sum of products of its minors over set-partitions of its row labels will be
proved and then be applied to the Vandermonde determinant in the first section. The second section
will derive two determinant formulae for the Wronskian matrix with its rows being partitioned into
n blocks. Finally, two analogous results will be obtained in the last section for the matrices when the
matrix entries are replaced by coefficients of composite functions of formal power series.

1. Expansion theorem and Vandermonde determinant. For a natural number m, denote
the interval of integers by

[1,m] = (0,m] ={k|1<k<m}.

It can be expressed by the set partition:

& =

[17m] =+ (Mk:—laMk]a
k=1

where
O=My<Mi<My<...<M,=m

with

© W. CHU, 2021
712 ISSN 1027-3190. Yxp. mam. ocypn., 2021, m. 73, Ne 5



DETERMINANTAL EVALUATION OF FOUR WRONSKIAN MATRICES 713

n
m:Mn:ka and my =My — Mp_1 for 1<k<n.
k=1

For o C [1,m], denote its cardinality, norm and complement to [1,m], respectively, by

o=>"1,  Jol=)_A and =1, m\c.

A€o A€o

According to the Laplace formula, the determinant of a square matrix of order m can be expanded
along the first £ rows:

Hi= det [hig]= > (—1)(1§Z)+IIUHH[WM X H[(z,m]\aﬂ,
Shyjsm oC[1,m]
|o|=¢

where H [T]cr] stands for the determinant of the submatrix with the rows and columns being indexed,
respectively, by 7 C [1,m] and o C [1,m], where |o| = |7]|, of course.

Iterating the last equation for (n — 1)-times, we derive the algebraic identity when the matrix
rows are partitioned into n blocks.

Theorem 1. The following determinant expansion formula holds:

n

H:= det [hi;] = Z (o) HH[(Mk—I;Mk”Uk]v

1<i,j<m
H‘nglo'k:[l,m] k=1
|ak|:mk1§k§n
where the alternating sign (o) = £1 depends only on the partition function o = (01,09,...,0,).

Now we examine the application of this theorem to the Vandermonde determinant

A(:c][l,m]) = A(z1,22,...,2m) = det [xg_l] =

1<i,j<m

|

—
&
8

(M

Specifying the kth part of the partition o = (01, 02,...,0,) by

Ok = {)‘l(k)v )‘Q(k)7 SERE) )\mk (k)} )

dividing the variables {x;};", into n subsets

n

{:hil, = Lﬂ {z1(k), 22(k), ..., @m, (F)}

k=1

and then applying Theorem 1 to (1), we get the following expression.
Proposition 1 (the Vandermonde determinant).

T T 0 - e [L T ee®) [T tos(k) - aath)) =
1<i<<ni=1j=1 k=1r=1 1<i<j<my,

- Aj (k)
> @]l de [ k)],
Wy _,or=[1,m] k=1

lok|=mg:1<k<n
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714 W. CHU

Under the substitutions x;(k) = ¢z, the last equality becomes

H ﬁH{q%_qwz}Hqﬂik (") H {¢—d'} =

1<i<g<n =1 j=1 1<i<j<my,

= Z ﬁ (qzi)7El A (g7F). (2)

Lﬂz:lo'k:[l,m] k=1
lok|=mg:1<k<n
Dividing both sides of the last equation by (1 — ¢)™ with M = Zk < > and then letting

g — 1, we find the following limiting equality.
Corollary 1 (algebraic identity).
mk+1 Mk n

I1 {xj—x}”“me Hy—l > e [[a A

1<i<y<n = j=1 nglak:[l,m] k=1
o |=my,:1<k<n

2. Wronskian matrices in blocks.
Lemma 1 ([2], Corollaries 4.3 and 4.4). Let f(x) and w(x) be two n-times differentiable func-
tions. The following two Wronskian determinant identities hold.:

s [eima] - (55) s i

%

det .
19’391 [dwz

(wita) ()] = {22 }( Hykwk ) V().

where there is an additional restriction for the second formula that the function wy,(x) is a polynomial
of degree < k for 1 <k <n.

For the m-times differentiable functions fx(z) and w;(z), define the following determinant A
with its rows being divided into n blocks:

. diiMkil Yj [P
A= 1§(11§tém [(li’j] Wlth aiJ’ = m {wl(l') kJ (ZL‘)} le S [Mk-_l, Mk)
Applying Theorem 1 to the last determinant, we get

A= Z (o) - det [jg;_ll {wiJerl(x)f:Aj(k)(x)}] '

1<i,j<my
&nglak:[l,m] k=1
lok|=mg:1<k<n

Evaluating, by means of the first formula of Lemma 1, the minor

i—1
A (Mk—thHUk} = do [ddxi_l {wi+Mk—l(x)fli/>\j(k)(x)}:| -

1<i,j<my
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[ ) T it
_ {mx)} A(Wk)inlww“( 2) [ (@),

we find the equality

n /) (%) me
A= > dﬂH{?;Exi} Alylow) [T wes s, (@) 5 @) =

&Jzzlok:[l,m} k=1 =1
\ok\:mklgkgn

m
=1

n

no( () () )
i) TL {7553 S o) [[Ablow TT @)

k=1 Wy or=[1,m] k=1 A€oy,
log|=mg:1<k<n

When y; =y + j for j € [1,m], the last expression results in

n

m e 2 (%) o
Zlel H v { x;} n 3 H o) £l ().

H—szlak:[l,m] k=1
|0k|:mk1§k§n

The above multiple sum can be expressed, in view of Corollary 1, as a compact product. Summing
up, we have proved the following theorem.

Theorem 2. For each k € [1,n] and i € [1,m], let fi(x) and w;(x) be the m-times differen-
tiable functions. Define the determinant A by higher derivatives

di—Mr—1

s {w@ @)}

where j € [1,m] and i € [My_1, My,) for k € [1,n]. Then we have the determinantal evaluation

A= det l|a;;| with a;; =
1§l7]§m|: Z7]j| 2y

A=TJwi@ J[ {f@) - f@)}m™mx
=1

1<e<y<n

n

XHf;EHy T {fk H]—1

k=1
When y = —1 and w;(z) = 1 for 1 < i < m, the following particular cases are worthy of
mention.
Casel: m1 =mo = ... =m, = 1. The Vandermonde determinant.

Case2: n = 1. The determinant discovered by Mina [4] (see also van der Poorten [5])

lgcligtgn{dx] N } = {f'@ Q)H(k—l)!.

k=1

It has been generalized by Wilf et al. [6, 7] to the formula

e [ o) = {5V s [T

k=1
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716 W. CHU

Case3: n = 2. The problem proposed by Aharonov and Elias [1], which may be reproduced as
follows: for the square matrix of order m + n defined by

dz 1 ) )

dri— 1fj (@), 1<i<m,
aivj(l‘) = dz m—1

ng Yz), m<i<m-+n,

its determinant is evaluated as follows (where the product expression has been corrected by removing
an extra factor):

det [ai ()] = {F@)}*) {g@)}?) x

1<i,5<m+n

n—1

x {g(x) H Tt
=1 7j=1

Following exactly the same proving procedure, we can evaluate, by means of the second formula
of Lemma 1, another Wronskian determinant with the rows being partitioned into n blocks.

Theorem 3. For each k € [1,n]| and i € (My—_1, My, let fr(x) be a m-times differentiable
Sfunction and w;(x) a polynomial of degree < i — My_1. Define the determinant B by higher
derivatives

B:= d b - ith b — d' M j+y
o 1§i§t§m [bi]  wit b T = M—1 {w (@) fi (3?)}7

where j € [1,m] and i € (My_1, My| for k € [1,n]. Then we have the determinantal evaluation

m

B=[[+dwi) ] {f@) = filz)}™™ x

=1 1<e<y<n

< T £ () { f)}
k=1

") [TG -1

j=1

When y = 0 and w;(x) =1 for 1 < i < m, three cases are given below.
Casel: my =mo =...=m, = 1. It is equivalent to the Vandermonde determinant.
Case2: n = 1. We get the determinant

det [fj( >] = {f @) Hk:'

1<4,5<n dx?

This is a variant of Mina’s determinant which was extended by the author [2] (Proposition 2.4) to the

following one:
d 1 [f@ ("3 n )
1§(zi‘7ejt§n [dxi 1: (m)} a { f(z) } Aw) klillykfy (@)

Case3: n = 2. A variant of the determinant by Aharonov and Elias [1]. For the square matrix
of order m + n defined by
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DETERMINANTAL EVALUATION OF FOUR WRONSKIAN MATRICES 717

dmlfﬂ( z), 1<i<m,

dz m
dxifm

bij(x) =
¢ (z), m<i<m+n,

there exists the determinantal evaluation

det  [bi(@)] = (m+ ) {£ (@)} ) {g(@)}"2) x

1<i,j<m+n
x{g(z) — f(z)}"™ []: I

Proof of Theorem 3. Recalling Theorem 1, we can express the determinant in question as the
multiple sum

B= Z (o) - det [d(j; {wz+Mk () g+Aj(k)(m)}].

e onel 1 1<i,j<my
k=19k— 7m]
lok|=mg:1<k<n

According to the second formula of Lemma 1, we can evaluate the minor

B[(Mk—th”O'k] = det [ddg; {WHM,H( )fy+A (Ic( )}} _

1<e,5<my,

foa)
:{figxi} Aok sz+M“ )+ Xk} 0 @),

which leads us to the equality
n / (m 5
B = Z (o) H {;ZEB } A(oy) X

Wy ox=[1,m] k=1
lok|=mg:1<k<n

x szwk (@) {y + (k) FrN (@) =

mk+1)

cY ﬂ o7 ).
&Jzzlak:[l,m] k=1

|ok|=mr:1<k<n

Evaluating the last multiple sum by Corollary 1, we complete the proof of the determinant formula
displayed in Theorem 3.
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718 W. CHU

3. Matrices involving formal power series. In this section, two analogous determinants with
matrix entries involving formal power series will be evaluated. For subsequent application, we
reproduce first the following determinant identity.

Lemma 2 ([2], Theorem 3.3). Let F' be a unitary formal power series defined by F(x) :=

= + ¢z + ... The following determinant identity on composition series holds:
3" -
i+17 plv;s) — " _
et [ NEOI@)] = ol T (- w /Lo
1<i<j<n k=1

Let Fj(x) be the unitary formal power series with the two initial terms of Fj being given
explicitly by
[2]Fr(z) =1 and  [2?]Fk(z) = é%. 3)

Define the following determinant C' with its rows being divided into n blocks:

Ci= det [ei)] with cj= [ Mg EP () ifi € (Myoy, M)

where {3 }}_, are constants independent of =. Applying Theorem 1 to the last determinant, we get

n

._ i+11 oY% (k) yx-(z@)
D) | T Bt @].
Uz 1Uk [1 m] k=1

|O’k|—mk 1<k<TL

Evaluating, by means of Lemma 2, the minor of order my,

C| (M1, Millow| = _det [[miﬂ] Rl }Hﬁ

1<i,j<my New
k

— 0" A@low) T mop

A€oy,
we find the equality

mk+1
A(yloy) H Po =

AEoy

c= > ﬁ

&J;;Zlak:[l,m]
lok|=mg:1<k<n

n

o) [T Awlew) TT 82

i=1 k=1 Wy, op=[1,m] k=1 A€oy
log[=my:1<k<n

(]

When y; =y + j for j € [1,m], the expression displayed above reads as

Moo [Tamel™” 5 e [awos

Uzzlak:[lam}
lok|=mg:1<k<n

In view of Corollary 1, the last multiple sum admits a closed expression. Therefore, we establish the
following theorem.
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DETERMINANTAL EVALUATION OF FOUR WRONSKIAN MATRICES 719

Theorem 4. For the unitary formal power series Fy(x) subject to condition (3), define the
determinant C by coefficients of composite series

C:= det [Ci’j] with Ci,j = [I‘H—i_Mk_l] {BZ+jFI€<y+j>(.T)},

1<i,j<m

where j € [1,m] and i € (My_1, My] for k € [1,n]. Then we have the determinantal evaluation

c=]Jw+d ] 8- @mlmJHﬁymk ¢kﬁk H]—l
=1 o

1<1<y<n

It is curious to notice that the last determinant vanishes for n > 1 if all the {3} }}}_, are identical.
When n = 1 and y = 0, Theorem 4 recovers the following determinant identity discovered by
Kedlaya [3]:

n
i+1) o) } — (" !
(et |NFO@)] = o) [T kY
where F'(z) is a unitary formal power series F/(x) := 2 + ¢x? + .. ..

If the ith row of the matrix in Lemma 2 is replaced by the extraction of ith (instead of (i 4 1)th)
coefficients of composition series, we have the following stronger result.

Lemma 3 ([2], Theorem 4.6). Let F(x), G(x) and W;(x) be three formal power series with
the initial coefficients of F' and G being given explicitly by

[z]F(x) =1, (%] F(x) = ¢, and [z]G(x) = 1.

Then the following determinant identity holds:

det [[Cﬂi] {Wi(x)p<yj>[(;(x)]” — ()" T wi-w) ﬁ

1<i,j<n -
1§z<]<n

By following the same proof as that for Theorem 4 and invoking Lemma 3, we can evaluate
another similar determinant involving formal power series in the matrix entries.

Theorem 5. Let Fi(x), Gr(x) and W;(x) be the formal power series with the initial terms of
Fy, and Gy, being given by

[z] Fy(z) = 1, [xz]Fk(x) = ¢y, and [z]Gk(x) = Y.

For the constants {P}}}_, independent of x, define the determinant D by coefficients of composite
series

D= det [diy] with diy =[]0 {Wi@) FY T [G(o)] }

1<i,j<m

where j € [1,m] and i € (My_1, My| for k € [1,n]. Then we have the determinantal evaluation

D=T[wi0) T 18— 83" I (8- w)™ (envwse) *) ]G — 1)1
=1 1<i<y<n k=1 7=1

If Gp(z) = x and W;(x) = 1, this theorem reduces to the following one which may be consi-
dered as a counterpart of Theorem 4.
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720 W. CHU

Corollary2. Let Fy.(z) be the unitary formal power series subject to condition (3). Define the
determinant T by

= - — [~ M + gyt
T det ftis] with by = { PR @)

where j € [1,m] and i € (My_1, M| for k € [1,n]. Then the following determinant identity holds:

T — H {ﬂ] - ,Bz}mlmj H ﬁ,(€1+y)mk (d)k:ﬁk)(";k) H(] _ 1)]
1<i<y<n k=1 7j=1
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