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A GLOBALLY AND R-LINEARLY CONVERGENT HYBRID HS
AND PRP METHOD AND ITS INEXACT VERSION WITH APPLICATIONS *

INIOBAJIBHO TA R-JIIHIMHO 35I2KHUW T'TEPUTHUM HS TA PRP METO/]
TA HOI'O HETOYHA BEPCIA 3 3BACTOCYBAHHSMU

We present a hybrid HS- and PRP-type conjugate gradient method for smooth optimization that converges globally and
R-linearly for general functions. We also introduce its inexact version for problems of this sort whose gradients or
function values are unavailable or difficult to compute. Moreover, we apply the inexact method to solve a nonsmooth
convex optimization problem by converting it into a one-time continuously differentiable function by the method of
Moreau — Yosida regularization.

Hageneno riopunnuii HS Ta PRP MeTon cnipsbkeHOTo apryMeHTy, mobanbHO Ta R-niHiiHO 301HUHN A5 3aTalbHUX QYHKITIH.
Takok BBEIEHO HETOYHHU METOH JJIsl TAaKHX MPOOIeM, B SKUX TpagieHTH abo 3HaueHHs (yHKILIHA HEBioMi abo BaKKO
BU3HAYAIOThCA. KpiM TOro, HETOYHHIT METO 3aCTOCOBAHO 0 HETIaaKOl OMyKIIOi MPOOIeMH ONTHUMI3allii, [0 MEPETBOPIOE
ii B OJIHOKpATHO HerepepBHO AudepeHIiioBHy (QyHKIO 3a JOIOMOTo0 perymspusanii Mopo — Mocim.

1. Introduction. Conjugate gradient methods are a class of important methods for solving the
large-scale unconstrained optimization problem

min f(z), x € R", (1.1)

where f: R"™ — R is continuously differentiable and its gradient is denoted by g(z). A general
scheme of conjugate gradient methods is

Tpt1 = Tk + agdy,
where «y, > 0 is a stepsize, and the search direction dj, is given by

—3Gk, lf k = 07
dy, =
=gk + Brdp—1, if k>1,

where [ ia a parameter and g = g(x). The Fletcher—Reeves (FR) method [9], the Polak-
Ribiére — Polyak (PRP) method [17, 18], the Hestenes — Stiefel (HS) method [12] and the Dai- Yuan
(DY) method [7] are several well-known nonlinear conjugate gradient algorithms [16]. They are
specified by

5}1:1«2 _ HQkHQ 5]?1/ _ ||9kH2
lgr—1l1?’ B ye—1’

5}5{5 _ ggykﬂ ]fRP _ ggykq
di_yp—1’ lgr—11*’
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where yr_1 = gr — gx—1 and || - || stands for the Euclidean norm. If exact line search is used,
they are equivalent in the sense that all yield the same search directions and converge globally and
R-linearly for strongly convex functions [20]. However, for a general nonlinear function with inexact
line search, their behavior is markedly different.

Since 1985, many efforts have been devoted to study the global convergence properties of various
conjugate gradient methods with inexact line searches for general functions. Al-Baali [1] showed
that the FR method can produce sufficient descent directions and converges for nonconvex functions
with the strong Wolfe line search. Dai and Yuan [7] proved that the DY method is a descent method
and globally convergent in the case of the standard Wolfe line search. However, the HS method and
the PRP method may generate ascent directions even with the strong Wolfe line search [4], which
prevent them from global convergence. To guarantee global convergence of the PRP method, some
line searches which force it to generate descent direction were proposed [4, 14]. Recently, by the use
of an approximate descent backtracking line search, Zhou [25] showed that the original PRP method
converges globally even for nonconvex functions whether the search direction is descent or not.

A simple way for ensuring global convergence is that of using the steepest descent direction when
the sufficient descent condition is violated. However, it is not guaranteed that the resulting algorithm
will differ significantly from the steepest descent method. Some other globalization techniques for
conjugate gradient methods also have been proposed when solving nonconvex optimization. The
most famous one is the PRP+ globalization technique [13], namely, B 7+ = max {8/ 0}. After
this, almost all existing PRP type or HS type methods have adopted the PRP+ technique to obtain
global convergence for nonconvex functions such as [6, 11, 21]. But these modifed methods can not
reduce to the original PRP method when the exact line search is used and they are not the standard
conjugate gradient methods any more in this sense.

To improve practical computation efficiency and convergence properties of conjugate gradient
methods, many hybrid methods have been proposed, please see the recent survey [4] and references
therein. These hybrid methods can be divided into two classes, one is the hybrid FR and PRP type
methods such as the hybrid method [13] where 8; = max {—B/' min{g]'"" [} }, another is
the DY and HS type methods such as that of [5] where 8; = max {0, min{B5, BPY}}.

To our knowledge, there is little study on hybrid HS and PRP type conjugate gradient methods.
One purpose of the paper is to investigate this problem. In fact, we propose a sufficient descent
hybrid HS and PRP method (1.4) below. Our motivation is based on the following two methods.
One is the three-term PRP method proposed by Zhang, Zhou and Li [22], whose search direction is
defined by

— 0k, if k=0,

S8
e
I

(1.2)

—gk + BERP dp_y — O R Py, i k> 1,

Td

where 9}: RP _ ﬁlkik_ulz Another is the three-term HS method proposed by Zhang, Zhou and Li [24],
Jk—1

which generates the search direction

—9k, if k=0,

dy, = (13)
—g + B — 015y, if k> 1,
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gfdk_l

di. yk—1.
k—1
It is clear that if the line search is exact, both methods reduce to the standard PRP method.

where 9}? S =

Extensive numerical results [22, 24] show that both methods are very efficient. The three-term PRP
method (1.2) converges globally for nonconvex functions [22]. The three-term HS method (1.3)
converges globally and R-linearly for strongly convex functions [24], but it has not been proved to be
globally convergent for general nonconvex functions. In order to utilize advantages of both methods
sufficiently, based on (1.2) and (1.3), we propose a hybrid HS and PRP method as follows, namely,

—9k, if k=0,
dr = hybrid hybrid (1.4)
=gk + B dpy — 0y, if k>1,
where
T T
hybrid 95 Yk—1 hybrid 95 di—1
Lo = k grPrd — k (1.5)

max {dI_ yp_1, lgr-1]2}’ - max {d}_ k-1, lgr—1]2}

From (1.4), (1.5) and by direct computation, it is easy to get

grdi = —llgkl%, (1.6)

which is independent of convexity of the objective function and the line search used. It is clear that
the proposed method reduces to the standard HS or PRP method when exact line search is used since
gL d—1 = 0 in this case.

In general, conjugate gradient methods use the exact gradient and function values in their conver-
gence analysis. However, in many practical problems, the exact function value or exact gradient value
can not be obtained or may be very difficult to compute [3]. In these cases, the inexact algorithms
are often required. Another purpose of the paper is to present an inexact conjugate gradient method
only using approximate gradient or/and function values. In fact, we extend the above exact hybrid
HS and PRP method to inexact case.

The paper is organized as follows. In next section, we prove the global and R-linear convergence of
the proposed method with a descent backtracking line search for nonconvex optimization. In Section
3, we present the inexact algorithm in detail and show its global convergence by the use of some
approximate function value descent line search. In Section 4, we apply the inexact method to solve
a nonsmooth convex optimization problem by converting it into a once continuously differentiable
function by way of the Moreau — Yosida regularization technique.

2. Exact algorithm and its convergence properties. In this section, based on the above
discussion, we first describe the complete hybrid HS and PRP algorithm as follows.

Algorithm 2.1 (Exact version).

Step 0. Given an initial point zy € R"™. Choose some constants 6 > 0 and p € (0,1). Let k := 0.

Step 1. Compute dj by (1.4), (1.5).

Step 2. Compute the stepsize aj, = max{vyip’/, j =0,1,2,...} satisfying

Flan + apdy) < f(zr) — 0| andyl|?, 2.1

g di|
lld||?

where v =
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Step 3. Let 1 = xx + agdy.
Step 4. Let k := k + 1 and go to Step 1.

To ensure global convergence of Algorithm 2.1, we make the following standard assumption.

Assumption 2.1. (i) The level set Q@ = {z € R"| f(x) < f(z0)} is bounded.

(i1) In some neighborhood N of ), f is continuously differentiable and its gradient is Lipschitz
continuous, namely, there is a constant L > 0 such that

|lg(z) —g(w)|| < Lllz —y| Va,y € N. (2.2)

From Assumption 2.1 and the line search (2.1), we have

oo
> llowds]* < o0,
k=0
which implies
k—o0

Lemma 2.1. Let Assumption 2.1 hold and {x}} be generated by Algorithm 2.1. Then there
exists a constant My > 0 such that

gkl < lldill < Mllgel]- (2.4)

Proof. By (1.6), we get
lgrll® = lgi dil < llgelllldll,

which shows that ||gx|| < ||dg||. From (1.4), (1.5), (2.2) and the line search (2.1), we obtain

g1
ldell < llgkll + 2L gxllck—1 e < (14 2L)|gxll = M l|gell,
: : |93 di|
where the last inequality follows from the fact o, < v = AL and (1.6)

Lemma 2.1 is proved.
The following lemma gives a bound of the stepsize «j, from below.

Lemma 2.2. Let Assumption 2.1 hold and {x}.} be generated by Algorithm 2.1. Then there
exists two positive constant m1 and my such that

T
=g, dk
> > my. 2.5
o > my TEAE my (2.5)

Proof. The proof of the first inequality in (2.5) is standard, for example, see Lemma 3.1 in [23].
The second inequality in (2.5) follows from (1.6) and (2.4) directly.

Theorem 2.1. Let Assumption 2.1 hold and {x\} be generated by Algorithm 2.1. Then

lim.[|gx ]| = 0. 2.6)
k—o0
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Proof. From (2.3) and (2.5), we get

lim ||dy|| =0,
k—o0
which together with (2.4) yields (2.6).

The above theorem shows the global convergence property of Algorithm 2.1 without convexity
assumption on f. It only relies on the assumption that f has Lipschitz continuous gradients.

Now we turn to establishing the R-linear convergence property of Algorithm 2.1. To do this, we
need the following assumption.

Assumption 2.2. (i) f is twice continuously differentiable near x*.

(ii) The sequence {z} converges to x* where g(z*) = 0 and the Hessian matrix V2f(z*) is
positive definite.

Assumption 2.2 implies that f is strongly convex in some neighborhood N (z*) of z*, that is,
there are two positive constants m and M such that

ml||d||* < d'V%f(z)d < M||d||*> Yz € N(z*) Vde R™ (2.7)
From (2.7), it is easy to obtain (can see [2], Theorem 3.1)

m . « 1 "

Fle = < f@) = f) < —[lg(@)[|" Vo € N(). (2.8)

By (2.4), (2.5) and (2.1), there is a positive constant ms such that

2
Flann) < fo) = ot 5 ol < 7o)~ mall] 29)

Without loss of generality, we assume {z;} C N(z*). From (2.9) and (2.8), we get

flaps) = (@) < (1 —mmo) (f(zx) = f(2¥)) <. < (1 —mma2)*(f(x0) — f(z¥)). (2.10)

The following theorem shows the R-linear convergence property of Algorithm 2.1.
Theorem 2.2. Let Assumption 2.2 hold and the sequence {xy} be generated by Algorithm 2.1.
Then there exist three positive constants r € (0, 1), Cy and Cs such that

Flapsr) = F(@*) < Cor®, [laggn — 27| < Cayr

Proof. The first inequality follows from (2.10) with » = 1 — mmg and Cy = f(z9) — f(z*)
2(f (wo) — f(z"))

m
3. Inexact algorithm and its global convergence. In this section, we consider the inexact

version of Algorithm 2.1 with approximate gradient or/and function values. For simplicity, we denote
f*(x,€) and g*(x,€) as the approximations of f(x) and g(z) with the possible error e, respectively.
More accurately, we assume that, for each € R"™, the approximations f(z,¢€) and ¢g°(z,€) can be
made arbitrarily close to the exact values f(z) and g(z) by choosing the parameter ¢ small enough,
namely,

directly. Inequalities (2.10) and (2.8) yield the second inequality with C3 = \/

’fa(wve)_f(w)’ SE, (3~1)
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lg*(z,€) — g(z)]| <€ (3.2)
With these approximations, we define the inexact method of Algorithm 2.1 as follows:
—g*(zk, ), if k=0,
di, = (3.3)
_ga(xk, Ek) + 5kdk—1 - ekygfl’ if k > 1’

where y¢ | = g*(zk, €) — 9% (Tr—1, €k—1),

9 (e, er) YRy

Br = , (3.4)
max {d{_yp_, [l9*(zx—1, e5-1)|1%}
(g, €) T dje
O = ) ey T (3.5)
max {dk—lyk_la ||g (xk:—laek;—l)H }
It is clear that )
dig" (wr, en) = =" (e, )| (3.6)

However, the direction dj, defined by (3.3)—(3.5) with inexact gradient g®(xg, €) is not necessarily
a descent direction of the objective function f at xj. Then some line search procedures such as the
Wolfe (or strong Wolfe) line search and the line search given by (2.1) can not be used any more. In
this case, we have to modify the line search (2.1).

Let {€;} and 7 be a given positive sequence and a positive constant satisfying

o0

D e <n< oo (3.7)

k=0

9% (k, ex) " di|
1 di|? ,
search, that is, compute o = max{yxp’, j =0,1,2,...} satisfying

Set v, = , we determine the stepsize by the following approximate descent line
F 4 andy, preg) < [ (@ ex) — 8llawdy|® + 26, (3.8)

where p, p1 € (0, 1) are two constants.
The following result shows that the line search (3.8) terminates finitely.
Proposition 3.1. The line search (3.8) is well-defined.
Proof. Suppose it is not true. Then for all § > 0, (3.8) does not hold, namely,

Fxn + wep di, prex) > f(xn, ) — 8| vmp dicl|® + 2¢x, (3.9)
which together with (3.1) yields
flan + P di) + prew > f(ar) — ek — Sllvep di||* + 2e.

This implies A A
flae +wpdr) — flan) > =8l dill* + (1 — p1)ex.

Let j — oo in the above inequality, we have
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0 > (1 - Pl)fka

which is a contradiction since p; € (0,1) and ¢; > 0.

Proposition 3.1 is proved.

For clarity, we give the complete inexact algorithm as follows.

Algorithm 3.1 (Exact version).

Step 0. Given an initial point zp € R™. Choose some constants 6 > 0 and p,p; € (0,1). Let
k:=0.

Step 1. Compute the search direction dj by (3.3)-(3.5).

Step 2. Compute the stepsize oy by (3.8).

Step 3. Let the next iterate be xy11 = xx + agdy.

Step 4. Let k :=k + 1. Go to Step 1.

We suppose that the following assumption is satisfied.

Assumption 3.1. (i) The level set Q = {x € R"| f(z) < f(zo) + (3 + p1)n} is bounded.

(ii) In some neighborhood N of ), f is continuously differentiable and its gradient is Lipschitz
continuous, namely, (2.2) holds.

It is clear that the sequence {z}} C Q. In fact, from (3.1), (3.8) and (3.7), we have

f@rg) < fY@rp1s prer) + prex < fan) + ex — Ollardi | + 2ex + preg =
= f(ar) = Sllawdy | + B+ pr)er < f(ax) + B+ pr)ex < f(xo) + 3+ p1)n. (3.10)
Moreover, (3.10) and (3.7) imply that Z:O:O | dy||? < oo, which shows
kliﬂgoak||dk\| = 0. (3.11)

Lemma 3.1. Let Assumption 3.1 hold and the sequence {x}} be generated by Algorithm 3.1. If

H 9% (xg, ek)H > 71 with some positive constant T\ for all k, then there exists a positive constant Ms
such that

ldi || < Ms. (3.12)

Proof. From (2.2), (3.2), (3.7) and (3.11), we have
lvi—ill = lg" @k, €x) — 9" (Th—1, €x—1) || <
< Nlg"(zrs er) = grll + llgr — gr—1ll + lg® (Tr—1, €6-1) — g1l <
< ep+ep—1+ Lllog—1dg—1] — 0. (3.13)

This together with the assumption yield (3.12) by the same argument as that of Lemma 3.1 in [22].
Lemma 3.1 is proved.
Lemma 3.2. Let Assumption 3.1 hold and the sequence {xj} be generated by Algorithm 3.1.
Then there exist a constant mg > 0 such that

lg* (zrs er) I maen,
|y |2 ||l

a 2
g > 9" (@k, €x) | or an>ms

B 1

(3.14)
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Proof. (1) If ap = 7, by (3.6), then the first inequality holds.
(ii) If o # 7k, then o) = oy,/p can not satisfy the line search (3.8). This together with (3.1)
yields
flan + ajdy) > f(wr) = Sllafdil® + (1 = pr)er > f(ar) — 8]lajdi .

By the mean value theorem and (2.2), it is easy to obtain that
f(ay + ady) = flax) < i di + Ll |-

Then the above two inequalities and (3.6) imply

/> — g dk _ —g" (ks ex) T di + (9%(wk, ) — gr) T dy, <
(L +6)||dx]? (L + )2 -
S —g% (xr, ) di — 19" (xk, &) — gilllldi| - lg® (zr, ex) 1> — exlldll
B (L +0)||dx]? B (L+)del* 7
where the last inequality uses (3.2), which implies (3.14) with mg = LL—i—(S

Lemma 3.2 is proved.
Theorem 3.1. Let Assumption 3.1 hold. Then the sequence {xy} be generated by Algorithm 3.1
converges globally in the sense that

lim inf [|V f (z) | = 0. (3.15)

Proof. Suppose it is not true. Then there exists a constant 71 > 0 such that ||gx| > 27 Vk > 0,
which together with (3.2) yields
9% (zr, er)|| =7 (3.16)

for sufficiently large k. Then from Lemma 3.1 and (3.14), we have that for sufficiently large &,

2 2
m T- msT-
ap> 2 () > 3%7
202

which together with (3.11) means
||ldg|| — 0.

Then from the definition of the search direction (3.3) and (3.16), we have

a a
9\ Tk, €k dy,
S HdkH+2H ( )H”gk 1l de—1l 0.

1

19° (@, €r) 1951 |1 |

a , < ||dg|| + 2
9% (i ) || < lldi] 19°@r—1, €512

which contradicts (3.16).
Theorem 3.1 is proved.
Remark 3.1. We can obtain the strong convergence of Algorithm 3.1, that is limy_,  ||gx|| = 0

by the same argument as that of Algorithm 2.1 if we suitably choose the positive sequence {ex}.
1

For example, let e_; = 1, ¢, = min{€k17
ldl

adz:lC Oek<oo

} for & > 0, then the sequence {ex} satisfies

R T
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Lemma 3.3 ([8], Lemma 3.3). Let {ay} and {ry} be positive sequences satisfying a1 < (1 +
+ 7i)ag + ri and ZZO_O ri < 00. Then {ay} converges.

Corollary 3.1. Let?lssumption 3.1 hold and the sequence {x\} be generated by Algorithm 3.1.
If the function f is convex, then the sequence {f(xy)} converges to the minimum of (1.1).

Proof. From Assumption 3.1 and Theorem 3.1, there exists a subsequence {xy, }7°, which
converges to some minimizer x* satisfying g(z*) = 0. From (3.10), we have

f(@ry1) = f(2%) < flog) — f(27) + B+ p1)e, (3.17)

which together with Lemma 3.3 and (3.7) shows that the sequence { f(zx) — f(x*)} converges. Since
the subsequence { f(xy,)} converges to f(x*), therefore { f(xy)} converges to f(z*).
Corollary 3.1 is proved.
4. Application to nonsmooth convex optimization. In this section, we consider the following
convex optimization problem:
min F(z), z€R", 4.1)

where F': R" — R is a possibly nondifferentiable convex function. Then general methods such as
conjugate gradient methods for smooth optimization can not be used to solve (4.1) directly.

An efficient way is to convert the nonsmooth problem (4.1) into an equivalent smooth problem
by the Moreau — Yosida regularization such as [10, 15, 19], that is,

min f(x), =z € R", 4.2)
where f is defined by
— i 1 2
@) = mip { FG)+ g5l -7} @3)

and A is a positive parameter. It is well-known that problems (4.1) and (4.2) are equivalent in the
sense that the solution sets of the two problems coincide with each other. Moreover, the function f is

1
convex and differentiable with Lipschitz continuous gradient [10, 19] given by g(z) = " (x — p(m)),
which satisfies 1
lg(z) =gl < S llz =yl Va,y € R, (4.4)

where g(z) = V f(z) and p(z) is the unique minimizer in (4.3), i.e.,
(@) = arg min 4 () + 55|z — ol
p(z) = arg min 2+ oylz—=

since this is a strongly convex minimization problem.

It is clear that it is impossible in general to compute exactly the function f defined by (4.3) and
its gradient g at an arbitrary point . But for each z € R", we may obtain approximate values of the
gradient and the function by some existing methods such as [10, 19]. Therefore we can suppose that,
for each x € R™, we can evaluate f(z) and g(x) approximately but with any desired accuracy, that
is, for each z € R™ and any ¢ > 0, we can find a vector p*(x, €¢) € R" such that

1
F(p*(2,€) + 5y 0" (@, €) — 2] < f(2) +e. (4.5)
With this p®(x, €), we define the approximations to f(z) and g(x) by
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£, ) = F(p"(2,6)) + o5 I, €) — o 6

and 1
g"(0,6) = 5 (2 = p"(.9)). (47

respectively. The following lemma shows that the approximations f%(z,¢) and g*(z, €) satisfy (3.1)
and (3.2), respectively.

Lemma 4.1 ([10], Lemma 3.1). Let p®(x,€) be a vector satisfying (4.5), f%(x,€) and g*(z,€)
be defined by (4.6) and (4.7), respectively. Then

fl@) < fUze) < fl@)+e and  g"(z,€) —g()|| < \/%

From (4.4), Lemma 4.1 and Corollary 3.1, we have the following result.

Corollary 4.1. Let the problem (4.2) be solved by Algorithm 3.1. If the condition (i) in Assump-
tion 3.1 holds, then the sequence { f(xy)} converges to the minimum of (4.2).

5. Conclusions. We have proposed a hybrid HS and PRP method which converges globally
and R-linearly for general optimization problems. It is also extended to inexact case which admits
approximate function and gradient values. Hence this inexact method is very suitable for solving
such problems whose exact gradient and function values are not available or difficult to compute.
We have applied this inexact algorithm to solve nonsmooth convex problems by way of Moreau —
Yosida regularization. We believe that the basic idea of this paper can be applied to other conjugate
gradient methods. How to extend the proposed methods or linear conjugate gradient methods to fully
derivative-free ones for solving large-scale nonlinear equations will be our further study.
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