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THE APPLICATION OF NUMERICAL-ANALYTIC METHOD
FOR SYSTEMS OF DIFFERENTIAL EQUATIONS WITH A
PARAMETER
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3 [TAPAMETPOM

The numerical-analytic method is applicd for sysicms of differential equations with a parameter under
assumpltions that corresponding Tunctions satisTy the Lipschitz conditions in matrix notation. Some
existence results are also obtained for problems with devialions of an argument,
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Honeneno TAKOK J1CHK L TEOPeMY ICHYRANHA LR 33790 % RULGHIICHN AN QjyMenmy.

1. Introduction. Problems with a parameter have been considered for many years,
Some of them appearced as mathematical models of physical systems. Conditions
which guarantee the existence of solutions are important analysis theorems.  Existence
resulis are usually obtained by using fixed point theorems (Banach, Schauder), by the
method of successive approximations or by constructing monotone ilerations combined
with lower and upper solutions. The comparison method scems 1o be interesting for
finding constructive conditions in order 1o establish the existence [ uniqueness resulls
(see., for example, [1]). A useful approach is also to apply Samoilenko’s numerical-
analytic method described for example in [2]. The application of this technigue 1o
differential problems with integral boundary conditions can be found. for example, in
papers [3-10] (sec also [11]). In this paper we are going 1o apply this method for
systems of differential equations with a parameter of the Torm

iy o= L0 d)., ref =071,

(1
A = glx(T). A)
together with the integral condition
T
Axi(D) + BJ.[[.\'}dﬁ = d. (2)
0
Here fe CUx B = BT B, ge (B x B RY). The matrices P (R—

dy are constant. Assume that B~ exist.

The numerical-analytic method combined with the comparison one 15 used to for-
mulate corresponding results under the assumption that £ and g satisfy the Lipschite
conditions (with respect 1o the last two variables) in matrix notation. The aim of the
present paper is 10 discuss the conditions under which the solution exists and it is the
limit of successive approximations and Scidel’s ilcrations 1o, More general differen-
tial problems with deviations are also considered and “orresponding existence resulis
are given in the last section of this paper.

2. Assumptions. Put

' T
Ll v k) = n(l —%)h{f{s..ri.ﬂ,l}dx - %_{[}'{x,.‘r{x}.l]dﬁ,
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I T
t i
i ) = [l—;] !u{;}ds + ¥];H{s}ds.

Indeed, Lf(0.x.R) = LT, x, k) = O,y According 10 the numerical-analytic
method, find the vector & such that x(r) = Ky + L, x, k) + 8¢ satisfies condition (2)

(ks is a ceriain vector of initial data). Substituting it to problem (1) we have the
following auxiliary problem

T
x(0 =k + LFo.x W) - ?E_f_;j,-:ﬂs._r.lms + tBy(ky) = Fit,x N:kg), 1€ J,
]

(3)
A = g(x(M). 1)

and

T T
T[ fs.aisrhyds + 2[ LG xds = T2By(Ky)
n 0

_ 9 _
with B k) = ?—TEB“' [d —(A+ BT k] assuming that det(B)= 0. Indeed, F(0.x. A;

'E"]. = ky. 50 x(0) = ky. Notethatif B isa zero matrix. then the numerical-analytic
method can not be used.
Let us introduce the following assumptions.

Assumption H,. 1% There are matrices K e LP“'? with nonnegative enfries
such that

Ifir.x.)-f@. . ¥)| < Klx-%| + L|y-¥|
forali te J. x. X € BF, y. ye RY.
2% There are marrices M N

xpt q¢ With nonnegative entries, p(N) < 1 and
such that

X
|2te.y)-2(¥. )| < Mlx-F% |+ Nly-¥|
Jorall x, Y € BP, y, ¥ & B9 Here |-| denotes the absolure value of the vector, 5o
lxl= Qxl.lx, DY or |yl = (¥ s % D'. Moreover. p(N) denotes the
spectral radius of the marriv N,
Assumption H,. For any nonnegative funciion he C(J, ES) rthere exists a
unigue solution we CUF. BEY) of the comparison equation

T
KUt u) + D[r}Jﬂ{,:,ujds + ki) = wn, (e, (4)
]
where
YT D B, e e O e
D(1y = 1F+LT[3 T]qr Ny M-z K it Z = L2 - )

asswring that (f — N 3 and (f = ZM }" exist and are nonnegative,
Note that INT) = %[hm i ‘zm"x] = 3—_{!— ZMY 'K, It means that if
is 21 solution of equation (4), then
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T
wT) = ;{."—-ZM]“'KIQ{LHJJJ + h(T).
]

2 ¢ 4 g
i u,v) = K[ﬂfnuh F{ﬂ{s.ir}ds] + 2:(3 - ;]Lt'.

Then, by Assumption H,(1%, for 1€ J, we have
| Lf0.x.y) - Lt B, 5)] € KQ(|x-F]) + EJ[I-%]LIy- ¥l
|Fltx.yi ko) - Fle. X, i) | S | LA x.y) - LG X, 5)] +
T
2 s
+ T%i-_|.|L_f[s..n}-}—Lf{s,.ny}lds < Qe |x-%l.1y- ¥ D.
0

3. Lemmas. For n = 0. 1, ... let us define the sequences { u,. w,} by formulas
gy = wir), relJ,
Moy} = {1 v we), 1 J,
= (I = Ny [Muy(T) + r].
w1 = Mu (T) + Nw_,

Here w denotes the solution of (4) with

h(n = —[--—]lu-zm“znmu ZMY'R(T)] + R(n)

for r = | g(xg(T. hg) = Ao |. R() = | F(1, xp. Ao: kg = xa(0)].

To obain a solution of problem (3) we shall first establish some properties for
sequences { iy, w, b They are given in the next two lemmas.

Lemllla 1. Ler Assumptions Hl and Hy be satisfied. Assume thar pl{ZM ) <

. Then, for n =01,
Hyolt) S wfr) = wglt) for 1€t and w, . = w, = wy

Maoreover, the sequences {w,. wy} converge uniformly to zero funcrions, so u, 1) —
=0, 1et, wy—0 if n—os,

Proof. Noie thai the mairix (f = ¥ )" exisis and iis eniries are nonnegative
because of the condition p(N) < 1. Note that WT) = (f = ZM)' [Zr + R(1], so

T
Mug(T) + r = M{;H -?.M‘.I'_iK.I‘IHLH{]}{iS+h{’T}:| +r =
0

T
- M{I—HMI"'[K;IIHL%M5+Z! +R{T}:| +r.
iy

Hence
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H;{l'}

T
2r 4 1 i
x[ﬂu.uﬂngims.uﬂ}m] + 2“[5‘;]‘“”} [ Mug(T) +r] =

T
[K%’I L—[— 2 ijtr-ﬁr‘mr -zr-fr’fc]j Qs.itg)ds +
1]

+ KQUt, wp) + 11.:(—— i]u—Nr'{mr—?M}"[ZHR{T;]H} <

< KQr, wp) + D[I}Iﬂis.un}ds + k(1) = wp(r), el
0

wy = Mug(T) + NI —NY ' [Mug(T) + r] < w,.
By induction in #, we are able to prove that

B =i, et w,=w, nr=01,...

MNow, if n — e, then u, — 4, w,— w, where the pair (u, w) is a solution of the
syslem

;
ult) = K’[ﬂ{f.u} + %Iﬂfs.u}ds] + ELJG - —Jw. red,
o

w = MuTy + Nuw,

Hence w = (/ =NY 'Mu(T). so

T
KO, u) + EX?—fiJ-ms.u}ds + 21.-[‘—: i ;—_]u—m"mm = u@), 1€/
: x
Finding from this w(7), we finally obtain KQ(r, u) + D{?]Ems.u]ds = ult), te dJ
By Assumption /s, w(f) = 0 on J and then w = 0. The proof is complete.
Lemma 2. Assume that fe C(J x R x RY BP), ge C(R" x RV RY), and
Apxps Bpxp and d,,y are given constant matrices. Assume that det(B) # 0. Let
Assumptions Hy and Hs be satisfied and plZM )< 1, Then we have the estimates

lxd0) = x| S wpl). ted. A, — Al S wg

(6)
[, al) — 0] = w0, 1€, A - X =
where xge CYWJ.BP), Aye BY and
Xt = FiL X A o). Ay = 2(x,(1.A,). (7)
Mareover,
T
Axpy(0) + B[xy(s)ds = d.  n=0.1,....
0
Proof. Indeed,
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|2y = xg)| = R € h(1) < wg(r), 1€ ],
A =g = 7 S [NU=-NY' + I]r < w,.
Assume that
|20 = xg(D| < wp(n), ted, |Ay — Aol S wy
for some & = 0. Then, by (5). we have
| e 1) — xglt}] = | Flt.xp. 352 RKg) = Flt.xg. hgs k)| + RO =
£ L1 ug wy) + R = wylt), e J,
Mot = Aol € 120D A) = 8o AQ) | + 7 € Mug(T) + Nwg + r = wy,
Hence, by mathematical induction, we have
| xalt) = xgt}] € wglt). ted,  |h, - Aol 5 wy
for n = 0, 1, .... Basing on the above, let us assume that
| ek = X0 € (). 1€ | — M| £ wy
forall n and some &2 0. Then, by (5), we see that
| Xeka 1) = X1 (] = |FO s Mas i ko) = Floxp Mikg) | =

= ﬂl[f. g, U..Ik} = “I!d-l.“}‘- 1eJ,

|-]'=-|+.k+l - ?".E+l| - Ig(-tuikfn'lm-k} - 2{-'5&'”]1 lk)l S Muk{-” + NU—"; = Wiej-
Hence, by mathematical induction, the estimates (6) hold. It is quite simple to verify
that x_,, satisfies integral condition (2) for any n = 0. 1, .... It ends the proof.

4. Existence results. Combining Lemmas | and 2 we have following theorem.

Theorem 1. Assume that fe C(Jx R x RY, BP), ge C(B"x RY BY), and
Apips Bpp and dyy are given constant mairices. Assume that det(B) # 0. Let
Assumption H, and H, be satisfied and p(ZM) < 1. Then, for every ky e BEF,
there exisis a unigue solution (T.X) of problem (3) where x,(0)— (1), te J. A, —
— A as n— oo and we have the estimates

lx 0 - %] < ufn), ted. |A,-1|s w,
Moreaver, (%. A) is the solution of problem (1), (2) iff

T T
[ f(s.5(s).R)ds + 2[ Lf(s.%.R)ds = T2B,(ky).
1] 1]

We see that under the assumption p(N) < 1, theoretically we may solve the second
equation of (1) with respect to A, so A = B(x(T)) and then substituting it to the first
equation of (1) we have only equation for x. This approach is useless since the
mapping B is noi know explicitly, so we can not find the approximaie solution (x,,
A} of problem (3). It is a reason lo consider problem (1) as a differential-algebraic
one.

Remark 1. Noie that equation (4) has a unique solution u e CUf, RF) if we
assume that
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p(W)<1 for w:%m-zm"x.

In place of ilerations (7), it is sometimes convenient o use Scidel's method de-
scribed by

(X (T)A,),

'Eu-bll‘-"l.:II - F{:I-Fn'-i":k_ﬂ}\ ir I,H_]

Anst = 8Bt (THAL), Tat(D) = F(1.5,. 0 ,01:K0) o
for ref, and n =01, ....
For re J. and » =0, 1, .... let us define the sequences:
figlt) = wglr), g = wy, iglr) = ug(r), Wy = wy.
H e (1) = L {1,i00,.00,), W,y = ME(T) + No,,
Wy = Mii, (T) + Ni,, (1) = O{0.00,.10, 4y ).

Mow, we are able 1o show the following result by mathematical induction.
Lemma 3. Ler Assumprion H| and Hy hold. Assume thar p(ZM) < 1. Then

i = win, 1et, W, sw, n=01,..,
Hr) = wfe), ted, O, € w,, n=01l1...,

and w (1) —0, W, =0, 4,0 =0, w, =20 if n ==
The simple consequence of Lemma 3 is the following theorem,
Theorem 2. Asswme that all assumpiions of Theorem | are satisfied. Then,

M= T A, o A E(N2FD. A, o> A. 1eS as n o« for T =
= Eplt) = xpl). iu = i.., = ky. t € J. Moreover, we have the estimates

| %0 = X(0)| € T(r). ted, |A, - A| = T,
| 500 - T(0)] € @), 1ed, |A, -X| € i,

for n=0.1.....

Note that iterations (7) and (8) converge to (¥, &) under the same conditions but
basing on Lemma 3 we see that the error estimates for (8) are better in comparing with

the corresponding cstimates for (7). This notice is important since {Xn, Anl. | Foo Ay )

and {,. A,] arcapproximate solutions of problem (3),
Theorem 3. Assume that all assumptions of Theorem | are satisfied. Then

|Aw.E A ky) — Alt.x, A k)| S Qi w,),
| At XA k) = A(L.X,. A, k)| € QU.T,.T,).
|G T A kg) — AlnE, A ik)| € O, iD,)

for ted, n=01..... where

T T
Alr.xdiky) = T[ fls.xA)ds + 2[ Lf(s.xd)ds - T2B(ky).
0 L1}

T
Oltww) = K_[{Tu(.-:}i-mu,u}]ds v g LT w.
0
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5. Differential-algebraic systems with deviations. Let o« € CiJ.J). Let us
consider the following problem

&0 = flaadon)A), e =[0,7],
i9)
A = g(x(T)).2)

with condition (2). where fe C(/x BR* x BT B"), ge C(RF x RY, BY), Let det(B) =
# 0. According 1o the numerical-analytic method find the vector & such that

I T
= . r I
W= o+ P+ & with P = [I = ;){ (s)ds — :,-,_! =(s)ds

satisfies condition (2). Then, this and (9) give the following auxiliary problem

21 = fl1. ky + P={olr)) - %‘I—IT 2(s)ds + a(nB (k). k) = Flr.zhkg),

(10)
- i . T s
A = p(ky +TBy(ky) - %I P(s)ds. ) = Giz.h:kp)
]

and

T T
Tj:rs}ds + zj P=(s)ds = T2B,(ky).
(1] li]

where 8 is defined as in Section 2,
Mow, let us deline the sequences [z Y.l by formulas

Sl = Atz Wek) 1el. zpe CU.RH.
(11)
Yoo = Ttk TweR, a=01...
Basing on Assumption /), we have the following properties

| Flo,z Az k) = Reow,y: kg)| €

2ai1)

EK[HE(:.',:-— F—"
(thl==w)) 7T

L

jﬂ{sh—wﬂds + LIA=¥].

| Gtz Aakg) — Glw. y:kg)| £ ;MI Qs.|z—w]ds+N|A=y|
0
because | P=() - Pwi(r) | < Q1. |z —w]).
Assumption H,. For any noniegative function e CUJ. BYY  rthere exists a
wnigue solution v e CUJ, BY) of the comparison equation

i
vir) = KQ(an),v) + Q)] Qs.v)ds + H(r)
o

with Q) = :"[“:-’—’ﬁ L - N}"M].
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For n = 0. 1. .... let us define the sequences {u,. wy) by relations
wplty = wir), e J,

{12}

2auir) a2
Moty = K| SQaithm,) + T:—Jﬂ[s,n"}d_r +Llw,, teld,
0
T
_ 1| ag2
wg = (I = N) |:M‘F jﬂ(s.nﬂ.]{is + r],

i

i13)

T
Wy = %M | Qs )ds + Nw,
0

where v is defined as in Assumption #y with
H() = LU -NY'r + RO
R(1) = | Fit.zp.Yorko) = 2. r = | Gzo. Yo ko) - W -

Lemma 4. Assume that fe CUUxBPx BT B, ge C(E x BT BT, o e CI.J).

er, | giv [ces.

Moreover, Ay, B, and d . are given constant matrices. Assume that
det(B) # 0. Let Assumptions H | and H 5 be satisfied. Then the sequences
{tne wpl af the form (12), (13) are nonincreasing and converge wniformly 1o zere
Sunctions if n— ==, Moreover, we can show thar

|20 = 25(0] = wpln).  |¥e — Yol = wp
(14)

I:Jr+l.{'r} == :.l:{'r}l 5 "k{ﬂ' ITrlql: = TJ.I 5 wi:

for ted and n = 0.1, ... where z,, and 7y, are defined by (11).
Proof. By mathematical induction. it is simple to show that

My (1) S nf0) = it} 1et. wySweswy, n=01,..

Hence i, — 0, w, — 0. by Assumption /5. Now we arc going to show (14}, Note
that

lzi0) = zp(n| = RN £ wylrn).
i =Yl = r < [U=-NW =N + NU-N"r = U=-NY"r < wy

If we assume that |z (0 — 240 = wg(n). | ¥ — Yol = wy. te J forsome k= 1. then,
using the estimations for F and §, we sce that

|~'1+|{”' = (0| = | Ar. 2. Tx'--i;u] - Ft. 20 Yor ko) | + RU)

2a(n) 't
= K| Qoir)ay) + _T';‘_.I-ﬂ'['”"“}f"j + Lwygy + Riry = wplt),
0

It = Wl S 1 G0 2 Yo ko) = GO 20. Yo ko) | + 7 S

T
3
- :}MJ. Qs dds + Nwy + r = wy,.
0
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THE APPLICATION OF NUMERICAL-ANALYTIC METHOD ... 3353
Hence, by mathematical induction, we have

240 = 200 & wp(n). 1Y, -l S wy. ted, n=0.1,...

The rest of estimates (14) can be proved by the similar argument. It ends the proof.
Theorem 4. Assume thar all assumptions of Lemma 4 are satisfied. Then, for

every ky e BP, system (11) of sequences |z, Yn] converges to the unigue

solution (%, F) of problem (10}, 50 z ) = Z{0), Vo= ¥ for teJ if n =5 o=
and we have the error estimates

|z 400 = Z(0}| = w0, red, |.-F|=w, n=0.1,...

Here w,, w, are defined by formulas (12), (13). Moreover, (X, ¥) with ¥ =
= Iy _l;!{s]ds is the solution of problem (9) with condition (2) iff

T T
2[ Pz(s)ds + T[ 2(s)ds = T?By(hy).
o o

Remark 2. Note that Assumption Hy holds if we assume that p(W) < 1, where

2

3 (I(.'}]} -1
W = - — =T X ;
2K I'fl:l P‘.{ﬂ:l: I'}[ = + Lif=N)Y"M

Similarly as before to find a solution (2. §) of problem (10) we can apply Seidel’s
method. It means that we can formulate the following theorem.

Theorem 5. Ler all ssumptions of Lemma 4 be satisfied. Then the results of
Theorem 4 hold and Z (1) — Z{t). Z01) = 1. ¥.—= ¥. ¥.— V. where

{Z,.7.} and {i,.%,) are defined by
Tl = FULYk): Fast = GV ko)
Fart() = GEa(T)Tuiko).  Zan(D) = F(0.5,.Ynuiiko)

for teldJ, n=0,1,.. with B{t) = Z3(0) = 241, re J and Ty = To = W
Mareover, we have the error estimates

12.00-2@| s &0, |7.-7l s W,
|Z5,(0-2()] € &, (0.  |¥,-F| £ &,
for ted. n=0.1..... where

Uplty = wpltd,  Wylt) = wylr).

T
Ty (1) = K| Q(0().7,) + L?gﬂjnu.ﬁ,,}ds + Lib,,
L]

T
2
Ty = M [ Qs ,)ds + ND,,
0

an[f] = ﬂﬂ[ﬂ. !IJ[. = Wy

ISSN 0041 -6053. ¥ep. sam. xypu., 2002, m, 54, N* 4
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.
7
i, = %MIQ{:.EHMJ + Nib,,
0

T
(1) = K| Qo)) + ?%{,5‘ Qs.ii,)ds | + Liby,y

0

with iy wy defined as in relations (12) and (13). respectively,

2
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