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INTEGRAL OPERATORS PRESERVING SUBORDINATION
AND SUPERORDINATION FOR MULTIVALENT FUNCTIONS

IHTEI'PAJIBHI OIIEPATOPU, SAKI 3BEPITAIOTH CYBOPIUHALIIO
TA CYHEPOPIUHAIIIIO /151 BATATO3HAYHUX ®YHKIIII

We obtain subordination, superordination and sandwich-preserving new theorems for certain integral operators defined on
multivalent functions. The sandwich-type theorem for these integral operators is also derived and our results extend some
carlier ones. Combining these new theorems with some previous related results, we give interesting subordination and
superordination consequences for a wide class of analytic integral operators.

OTpuMaHO HOBI TeopeMH IO0 CyOOpAMHALII, CylmepopauHanii Ta 30epeKeHHS NOPAAKY IS NEesSKUX IHTerpaJbHUX OIe-
paropiB Ha 6arato3Ha4HUX (QyHKLIAX. Takoxk JOBEJEHO TCOPEMH THUIY CTHUCKAHHS JJIs iHTErpalbHUX ONEpaTopiB, SKi y3a-
TaJIBHIOIOTh AEsKi BiZloMi pe3yibTaTd. KoMOiHyIOUH IIi HOBI TeOpeMH 3 AESKMMH BIITOMHMH BiINIOBITHHUMH pe3y/bTaTaMHy,
MH OTPUMYEMO I[iKaBi HACJIIKH IIOA0 CyOOpIMHALIT Ta CyHepOpAHHALIl [T IIUPOKOTO KIIACy aHAJMITHYHUX 1HTETPaTbHUX
OTepaTopis.

1. Introduction. Let H(U) be the class of functions analytic in the open unit disk U = {z € C:
|z] < 1}, and let denote by H[a, n] the subclass of H(U) consisting of functions of the form

fz)=a+an2" +ans12" ™ +..., a€C, neN={12,..}

Also, let A(p) denote the subclass of H(U) of the form

o0

f(z) =2+ Z apz®, zeU, peN,
k=p+1
and denote A := A(1).

If f and F' are members of H(U), then the function f is said to be subordinate to F, or F' is
said to be superordinate to f, if there exists a function w € H(U) with w(0) = 0 and |w(z)| < 1
for z € U, such that f(z) = F(w(z)) for all z € U, and in such a case we write f(z) < F(z).

If F' is univalent, then f(z) < F'(z) if and only if f(0) = F'(0) and f(U) C F(U) (see [12, 13]).

Let U: C?2xU — C and h be univalent in U. If p € H(U) and satisfies the first order differential
subordination

\If(p(z),zp'(z);z) =< h(z), (1.1)

then p is a solution of the differential subordination (1.1). The univalent function ¢ is called a
dominant of the solutions of the differential subordination (1.1) if p(z) < ¢(z) for all p satisfying
(1.1). A univalent dominant ¢ that satisfies ¢(z) < ¢(z) for all the dominants of (1.1) is called the
best dominant.
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Similarly, if ®: C?> x U — C such that p and @(p(z),zp’(z);z) are univalent in U and if p
satisfies first order differential superordination

h(z) < ®(p(z), 20 (2); 2), (1.2)

then p is called a solution of the differential superordination (1.2). An analytic function ¢ is called a
subordinant of the solutions of the differential superordination (1.2) if ¢(z) < p(z) for all p satisfying
(1.2). A univalent subordinant ¢ that satisfies ¢(z) < ¢(z) for all the subordinants of (1.2) is called
the best subordinant (see [12, 13]).

For the parameters o, 3,y € C with 3 # 0 and p € N, we introduce the integral operators 1”

aBy
KL — A(p) with K%, C A(p) defined by
1
_ap+7y ’
ap o)1~
) = |2 / Fewntae| (13)
where all powers are principal ones.
Remark1.1. For p =1 and o = 3 we obtain
B+r [ _
Igy[f1(2) = o fFoetat| (1.4)
0

where Ig , is the integral operator introduced by Miller and Mocanu [12], and studied in [1-3] and
more other articles (see [4—6]).

In the present paper we obtain sufficient conditions on the functions g1, go and on the parameters
«, B, v such that the following sandwich-type result holds:

(B (1Y ()’
z(Kﬁi?K@>B<z(KﬁlyK@>ﬁ<z<@@i?K@>ﬁ

L g1](2)\? g g2](2)\ P
Moreover, our result is sharp, i.e., the functions z (W) and z ( W) are,
z z

implies

respectively, the best subordinant and the best dominant.

Combining these new theorems with some previous related results, we give subordination and
superordination consequences for a wide class of analytic integral operators.
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2. Preliminaries. The following definitions and lemmas will be required in our present investi-
gation.

Definition 2.1 [12]. Denote by Q the set of all functions q that are analytic and injective on
U\ E(q), where

E(q) = {C € 9dU: ;ig%cJ(Z) = OO},

and are such that ¢'(¢) # 0 for ¢ € U \ E(q). Further, let denote by Q(a) the subclass of the
Sunctions q € Q for which q(0) = a.

Definition 2.2. 4 function L(z;t): U x [0, +00) — C is called a subordination (or a Loewner)
chain if L(-;t) is analytic and univalent in U for all t > 0 and L(z;s) < L(z;t) when 0 < s <.

The next known lemma gives a sufficient condition so that the L(z;t) function will be a subor-
dination chain.

Lemma 2.1 [14, p. 159]. Let L(z;t) = a1(t)z + az(t)2® + ... with a1(t) # 0 for all t > 0 and
limy—s 4 oo|a1(t)| = +o00. Suppose that L(-;t) is analytic in U for all t > 0, L(z;-) is continuously
differentiable on [0, +00) for all z € U. If L(z;t) satisfies

OL(z;t)/0z
_— >
Re[zaL(z;t)/at]>0’ zeU, t>0,

and
|L(z;t)] < Kolai(t)], |z|<ro<1l, t>0,

for some positive constants K and ¢, then L(z;t) is a subordination chain.
Lemma 2.2 [8]. Suppose that the function H : C*> — C satisfies the condition

n(l + 52)
2 )
where n € N. If the function p(z) = 1+ pp2™ + ppr12" ! + ... is analytic in U and

Re H(is,t) <0, seR, t<

Re H(p(z), zp’(z)) >0, ze€U,

then Rep(z) > 0 for z € U.

The next result deals with the solutions of the Briot— Bouquet differential equation (2.1), and
more general forms of the following lemma may be found in [9] (Theorem 1).

Lemma 2.3 [9]. Let A\, pu € Cwith A # 0 and k € H(U) with k(0) = c. If Re [Ak(2)+pu] > 0,
z € U, then the solution of the differential equation

2q'(2) ;
q(2) + ) k(z) 2.1)

with q(0) = c is analytic in U and satisfies Re [Aq(z) + p] > 0, z € U.

Lemma 2.4 [12]. Let p € Q(a) and q(2) = a+ anz™ + any+12"" + ... be analytic in U with
q(z) # a and n > 1. If q is not subordinate to p, then there exist two points zy = roe’® € U and
Co € OU\ E(q), and a number m > n such that

q(Uy,) Cp(U),  q(20) =p(C),  and  zop'(20) = mop(Co),

where Upy = {z € C: |z <ro}.
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Lemma 2.5 [14]. Let ®: C* — C, q € Hla,1] and set ®(q(z),2¢'(2)) = h(z). If L(z;t) =
= ®(q(2),t2q (2)) is a subordination chain and q € H[a,1] N Q(a), then
h(z) < @ (p(2), 2p'(2)

implies that q(z) < p(z). Furthermore, if ®(q(2), 2¢'(z)) = h(z) has a univalent solution q € Q(a),
then q is the best subordinant.
Let c € C with Rec > 0, n € N and

Cp =Chc) = % [|c|\/1+2Re (%) —I-Imc].

2C), ,
If R is the univalent function R(z) = 10722, then the open door function R.,, is defined by
-z
b
Rc,n(Z)ZR<Z+ >7 zeU,
140z

where b = R71(c).

Remark that R, ,, is univalent in U, R.,,(0) = c and R.,(U) = R(U) is the complex plane slit
along the half-lines Rew = 0, Imw > (), and Rew = 0, Imw < —C,,. Moreover, if ¢ > 0, then
Cr41 > Oy, and limy, o C), = 00, hence R, (2) < Repnt1(2) and limy, o Re,(U) = C. In this
paper we will use the notation R, := R, 1.

3. Main results. Unless otherwise mentioned, we assume throughout this section that o, 5,7 €
€ C with 8 # 0, Re(ap+y) > 1 and p € N.

First we will determine the subset K% , C A(p) such that the integral operator IZ} By given by
(1.3) will be well-defined.

If we denote by A} the class of functions

Ar={feHWU): f(z) =" +ap 2"+ ...}, neN,

then A(p) = Aj.
Lemma 3.1. Let ¢, ® € H[1,n] with ¢(z)-P(z) # 0 for z € U. Let o, 3,7, € C with  # 0,
ap + 0 = Bp + and Re(ap + ) > 0. If the function f belongs to A} and satisfies

(), 20(2)

o f(Z) (Z)(Z) +6 =< Rap+5,n(z)v 3.1
then
2 5
P = |2 [ emeta = At s e A
0

Fz) #0, z€e U, and

zp

Re [5Z£é§) Z;’;S) ty]>0, zeU

(All powers are principal ones.)
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Proof. The idea of the proof is similar with those of Theorem 2.5c¢ of [12]. Thus, the subor-

dination (3.1) implies that Lj) # 0 for all z € U. Since Re(ap + 6) > 0, like in the proof of
z

Lemma 1.2¢ of [12] we can easily show that the function

I S PO R R F10) R
p(2) E 0/ I et

2Pt p(2) | 2P tp

z

/ F B ()t =

0

B 1
A f(2)e(2)

n
ap—|—5+p"z +...

is analytic in U and p € H[1/(ap + J),n|. Differentiating the above definition formula of p, it is
easy to show that the function p satisfies the differential equation

2/ (2) + P(2)p() = 1
with

) | 200)
PE) =07y Y50

Starting from this point the proof is similar with those of Theorem 2.5¢ of [12], hence it will omitted.
Lemma 3.1 is proved.
Note that for the special case p = 1 the above lemma represents the Integral Existence Theorem
[12] (Theorem 2.5¢) (see also [10, 11]).
Lemma 3.2. Let a, 3,7, € C with 3 # 0 and Re(ap +v) > 0. If f belongs to K%, ., where

2f'(2)
f(2)

+ 9.

KL, = {fe.A(p): o) +7<Rap+,y(z)},

p
then I, 5 _[f] € A(p), W # 0 for all z € U, and
2 (1, 11)
Re | Iﬁ,m[ﬂ(Z) +~(>0, zeU,

where IZ 5y IS the integral operator defined by (1.3).

Proof. Taking in the Lemma 3.1 the values n:=1, a:=«, f:= 5, v:= (a—B)p+7v, 0 :==7v
and p(z) = ®(z) = 1, it follows that the assumption of this lemma holds. Also, the subordination
condition (3.1) becomes

2f'(2)
f(2)

o + 7 < Raptry,1(2),

while F(z) =1, 5_[f](z).
Lemma 3.2 is proved.
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Theorem 3.1. Let o, 3, € C with 3 # 0 such that Re(ap++) > 1. For f,g € K4 ~, suppose
that the function ¢, defined by

o) =+( 23} 62)
satisfies the inequality
Re [1 n Z(Z),(S)] > 8y, z€TU, (3.3)

where &y is given by

IL+]ap+v—12 =1 - (ap+~v—1)?
ATt e Rk o P SV P

0o = 4Re(ap+v—1) (3.4)
0, if Re(ap+7v)=1
Then the subordination condition
z<f(z)> =< Z<g(z)> (3.9
2P 2P
implies that
Y 2\7 |14 P
(Bl ((Bail)”
2P zp
I 5l9)(2)\”
and the function z % is the best dominant. (All powers are principal ones.)
Proof. Let define the functions F' and G by
B B
g z g z
F(z):= z(cmlgf]()> , G(z) := z(%) , ze€lU, (3.6)

respectively, where all powers are principal ones. From Lemma 3.2 it follows that F G belong to
A. First we will show that if

g(z) =1+ zg(z), 2 e, 3.7)
then
Req(z) >0, ze€U. (3.8)

From (1.3) and the definitions of the functions G and ¢, we obtain

1 1 ,
o(z) = <1 ~ T 7> G(z) + p—— 2G'(2). (3.9)

Differentiating both side of (3.9) with respect to z, we have

2G"(2)
ap+7’

¢(2) =G'(2) + (3.10)

and combining (3.7) and (3.10) we easily get
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AN 2q'(2)
k(z) =1+ I = ¢( )+q(z)+ap+7_1. (3.11)

According to (3.11), from (3.3) it follows that
Re [k(z) +ap+~—1] > =6+ Re(ap+~v—-1) >0, z€eU,
whenever
do < Re(ap+~v—1). (3.12)

Supposing that the inequality (3.12) holds, according to Lemma 2.3 we conclude that the diffe-
rential equation (3.11) has a solution ¢ € H(U) with k(0) = ¢(0) = 1.
If we let

H(u,v):u—F;—}—é,
ut+ap+y—1

from (3.11) and (3.4) we obtain
Re H(q(z),2¢'(z)) >0, zeU.

To verify the condition

1 2
ReH(is,t) <0 for scR, t<— 25, (3.13)
first we see that
tR -1
Re H(is, 1) — LRe@P+7 ,)2 §=58<8 =0
lap +v — 1+ s
for Re(ap+~v —1) =0. If Re(ap+ v —1) > 0, then
Re H(is, ) = Re |is + ! +4
is,t) = is -
’ istap+~y—1 "
_ 2
_ tRe(ap +v »1)2 < - Kpian0(5) — for t§—1+8 7
lap +v — 1+ is| 2|lap+v —1+is| 2

where
Kpaqo(s) == [Re(ap +v — 1) — 26]s* — 46 Im(ap + v — 1)s —
—208]ap + v — 1]* + Re(ap +v — 1).
We need to determine the value
dg = sup {(5: Kpanys(s) >0, seR, 6 < 50}.
(i) If Re(ap+~v —1) — 2§ =0, then
Kpa5(s) = Re(ap+v —1) [—2 Im(ap+~y—1)s+1—|ap+~v— 1|2] >0
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for all s € R if and only if (ap +~v — 1) € (0,1], and in this case 6y = (ap + v — 1)/2. Thus, it is
easy to see that the definition relation (3.4) could be used for this special case.
(i) If Re(ap +v—1) — 26 # 0, then Ko 4:5(s) > 0 for all s € R if and only if

Re(ap+v—1)—26 >0 (3.14)
and
46% Tm*(ap +vy — 1) —
— [Re(ap +~ — 1) — 25] [Re(ap + v — 1) — 25|ap + v — 1]*] < 0. (3.15)
Using the fact that the inequality (3.15) is equivalent to
x(6) :== —4Re(ap +v — 1) 6% +
+2(1+|ap+v—1*)6 —Re(ap+~—1) <0,

a simple computation shows that the function y has the positive zeros 0 < dyp < 91, where Jy is
given by (3.4). Since x(6) < 0 for all § < §y and

X(Re(ap +v—1)

) =Re(ap++v— 1) Im%(ap+~—1) >0,

2
. R -1 . ..
it follows that g < efap —; v ), i.e., the condition (3.14) holds for § = &y.
Moreover, because
R -1
5y < e(oap;—fy )<Re(ap+7—1) if Re(ap+~y—-1)>0,

we conclude that the inequality (3.12) holds whenever Re(ap + v — 1) > 0. Obviously, it holds also
for Re(ap + v — 1) = 0, since in this case dy = 0.

In conclusion, for the assumed value of g given by (3.4), we proved that K., .5(s) > 0 for all
s € R which implies that (3.13) holds.

By using Lemma 2.2, we conclude that the inequality (3.8) holds, and from the definition rela-
tion (3.7) it follows that G is convex. Hence, GG is a univalent function in U.

Next, we will prove that the subordination condition (3.5) implies that F'(z) < G(z), where the
functions F' and G are defined by (3.6). For this purpose, let define the function L(z;t) by

L(z;t):<1— ! >G(z)+ Lt @), zeu, t>o0. (3.16)
ap + ap +

If we denote L(z;t) = ai(t)z + ..., then

_ aLg: t_ (1

t

ar(t ,
1 ap+

)G’(O) =1+

ap + 7y

hence lim;_, o |a1(t)| = +o00. By using the fact that Re(ap + ) > 0, we obtain that a;(t) # 0 for
all ¢t > 0.
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Since Req(z) > 0, z € U, and Re(ap + ) > 1, we deduce that

OL(z;t)/0z

— | = —14+(1+t t>0.
Re [ZGL(z;t)/at Re[ap+v—1+ (1 +t)q(z)] >0, z€U, t>0
From the definition (3.16), since Re(ap 4+ v) > 1, for all t > 0, we have that

M@JHZ\WP+7—UG@%H1+ﬂ%W@|<
|ax(2)] lap 4+~ + 1| -

< lap+y = HIGE)[ + (L + 1[G ()]

3.17
= ap+ 7 +1] 317

Since G is convex, the following known growth and distortion sharp inequalities are true (see [7]):

r r
< < if <
S <IGEI < T i el <
) ) (3.18)
— <G| < —, if <r.
T SIS o i <y
By using the right-hand sides of these inequalities in (3.17), we obtain
L(z;t t+1 —1j(1 -
|L(z;t)] < r + 1+ |ap+y ( 7”)’ 2| <7, t>0. (3.19)

lar ()] — (1 =) ap + 7 + ]
The assumption Re(ap + ) > 1 implies
t+ap+ry=fap+v],  |t+ap+r[=[t+1], t=0,
and from (3.19) we conclude that

L0l [, lap+y =11 —7)
lar(®)] — (1 =7)? lap + 7]

Thus, the second assumption of Lemma 2.1 holds, and according to this lemma we obtain that
the function L(z;t) is a subordination chain.

By using Lemma 2.4, we will show that F'(z) < G(z). Without loss of generality, we can assume
that ¢ and G are analytic and univalent in U and G’(¢) # 0 for |¢| = 1. If not, then we could replace
¢ with ¢,(2) = ¢(pz) and G with G,(2) = G(pz), where p € (0, 1). These new functions have the
desired properties on U and we can use them in our proof. Therefore, the results would follow by
letting p — 1.

From the definition of the subordination chain it follows

.z <o t>0.

1 1 , ~ I
o(z) = (1— ap+7>G(Z)+ ap+72G (z) = L(z;0)

and
L(z;0) < L(z;t), t>0,
which implies
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L(¢;t) ¢ L(U;0) = 6(U), ¢ €dU, t>0. (3.20)

According to Lemma 2.4, if F'(z) £ G(z) it follows that there exist two points zg € U, (y € 9U
and a number m = 1 + ¢y > 1 such that

F(2) = G(Co) and  2F'(20) = (1 +10) CoG'(Co), to > 0. (3.21)
Hence, by virtue of (3.21), we have

1+1

o GG’ (Co) =

L(Costo) = <1 - )G(Co) +

ap + 7y

1 1 ,
:(1_ap+7>F@@+ap+7aﬁwm)eaU%

which contradicts the above remark (3.20), i.e., L({o;t0) ¢ ¢(U). Consequently, the subordination
condition (3.5) implies that F'(z) < G(z), and considering F' = G we conclude that the function G
is the best dominant.

Theorem 3.1 is proved.

Remark3.1. (i) Taking p = 1 and = 3 in Theorem 3.1, we obtain a subordination results for
the class integral operators studied in [1, 2].

(i) Note that in [1] (Theorem 1) the author supposed that 0 < 8 4+« < 1, in [2] (Theorem 3.1)
the assumption was extended to 0 < 8 + v < 2, while the above theorem extends the range of these
parameters to Re(8 + ) > 1.

According to this last remark, for the special case p = 1 and 3+ v > 0, combining Theorem 3.1
with Theorem 3.1 in [2], we obtain the following result.

Corollary3.1. Let 5,y € C with 8 # 0 such that 5+~ > 0. For f,g € Ing, suppose that the
function ¢, defined by

B
__[9(2)
¢(z) =z - )
satisfies the inequality
2¢"(2)] _ =
Rel|l + >4, zeU,
¢'(2)
where § is given by
1=(B+7), if 0<B+v<1,
1_
N RS R R Y R
1
e i B4y 22
28+v-1) N

Then the subordination condition

8 FLC) O 71 PP 8 ) N LU 1

z z z
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I3~ [9](2)

B
} is the best
z

where the integral operator lg - is given by (1.4). Moreover, the function z[

dominant.

We now derive the following superordination result.

Theorem 3.2. Let o, 3, € C with 8 # 0 such that Re(ap++~) > 1. For f,g € Kb ~, suppose
that the function ¢ defined by (3.2) satisfies the condition (3.3), where g is given by (3.4).

a Ip P B
If the function Z(fi;)) is univalent in U and z(o‘ﬁly]()> € Q(0), then the superordi-
nation condition N N
z (g(z)) < z<f(z)> (3.22)
2P 4
implies that
I’ ’ i ’
Z< a7677[g](z)> <Z( a7ﬂ7’y[fj|(z)> ’
2P zP
B
I 5,191(2)

and the function z is the best subordinant.

2P
Proof. Like in the proof of Theorem 3.1, suppose that the functions F, G and ¢ are defined by
(3.6) and (3.7), respectively. Applying a similar method as in the proof of Theorem 3.1, we get that
the inequality (3.8) holds, and from the definition (3.7) it follows that G is convex. Hence, GG is a
univalent function in U.
Next, we will prove that the superordination condition (3.22) implies that G(z) < F'(z). For this,
we define the function L(z;t) by

Lizt)=(1- / > 0. 2
(z;1) ( ap+’y>G<z)+ap+’yZG(z)’ zeU, t>0 (3.23)
If we denote L(z;t) = ai(t)z + ..., then
OL(0;t) ( t—1> , t—1
t) = =1 G'(0)=1 .
a(t) 0z +ap—i—’y © +ap+’y

Hence, lim;_, 4 |a1(t)| = +00, and, using the assumption Re(ap + v) > 1, we obtain a;(t) # 0
for all ¢ > 0.
Using the facts that Reg(z) > 0, z € U, and Re(ap + ) > 1, we get

" [ OL(z;t)/0z

= _ > .
ezaL(z;t)/aJ Re[ap+v—1+1tq(z)] >0, 2€U, t>0

From the definition (3.23), since Re(ap + ) > 1, for all ¢ > 0, we have

[L(z:t)| _ [(ap+v = DG(2) +t2G'(2)] _

lai(t)] lap +~ +t —1]

_ lop +7~1[G(2)| + t2G'(2)
= lap +v +t— 1 ‘
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Since G is convex, using in the above relation the right-hand sides of the inequalities (3.18), we
obtain
|L(z;t)] < r t+lap+~y—1|(1—-7)
ar ()] — (L=r)*  Jap+vy+t—1]

;2| < t>0. (3.24)
The assumption Re(ap + ) > 1 implies

t—=1+ap+~[=lap+y—1], [t=14+ap+y[>]t, >0,
and, from (3.24), we conclude that

[L(z:t)] _ r(2—7)
ar ()] (1 —=7)*

|z| <7, t>0.

Hence, all the assumptions of Lemma 2.1 hold and we conclude that the function L(z;t) is a
subordination chain.

According to Lemma 2.5, the supeordination condition (3.22) implies that G(z) < F(z), and
since the differential equation

L L ! = Z),z ,Z
6(z) = <1— apﬂ)c;(zwrapﬂza (2) = ®(G(2), G (2))

has a univalent solution G, the function G is the best subordinant.

Theorem 3.2 is proved.

Remark3.2. Taking p = 1 and @ = [ in Theorem 3.2, we obtain a superordination result
that generalizes the result from Theorem 3.1 in [3], where a similar implication was obtained for
1 < B+~ < 2. In the present paper this result was extended by assuming that Re(3 + ) > 1.

Combining the above-mentioned subordination and superordination results involving the operator
I}, 5.» we have the following sandwich-type resullt.

Theorem 3.3. Let o, 3,7 € C with 8 # 0 such that Re(ap + ) > 1. For fi,gr € K&,
k = 1,2, suppose that the functions ¢y, defined by

(o) = =( 2

295(2)
¢(2)

satisfy the inequalities

Re[1+ ]>—50, zeU, k=1,2,

where &g is given by (3.4).

f(2)

If the function z (p) is univalent in U and z (0‘57[]0]()
z

) () (25
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. (1@7%[91](2))6 .. <Ii,ﬁ,ym<z>)ﬁ .. (12,@7[921(2))5

2o lonlz)Y’ ool (2) )’
and the functions z % and z % are, respectively, the best subordinant
z z

and the best dominant.

Remark3.3. (i) Taking p = 1 and a = 3 in Theorem 3.3, we obtain the sandwich superordi-
nation result that generalizes the result from Theorem 3.2 in [3].

(il) While in this previously mentioned article the assumption for the parameters 3,y € C was
1 < B+~ <2, we proved now that the implication holds for Re(8 + ) > 1.

Thus, for the special case p = 1 and S + v > 1 we deduce the following sandwich-type result.

Corollary3.2. Let 8,y € C with 8 # 0 such that 3+~ > 1. For f,g1,92 € IC}DW, suppose that
the functions ¢y, k = 1,2, defined by

satisfy the inequality

where § is given by

I e R R I ET
5:
1 :
2By —1) if B+v=>2.

B B
] is univalent in U and z [I,&,y[f](z)] € 9Q(0), then the condition
2

If the function z [f(ZZ)

implies that

z z z

. [Im[glkz)r [Iﬂ[ﬂ()r . Z[Iﬂﬁ[ggﬂz)r’

Imgﬂm]ﬂ o

where the integral operator lg . is given by (1.4). Moreover, the functions z[
z

Z[Iﬂﬁ[m](z)r

z

are, respectively, the best subordinant and the best dominant.
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