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A NOTE ON ITERATIVE SOLUTIONS
OF AN ITERATIVE FUNCTIONAL DIFFERENTIAL EQUATION *

3AYVBAJKEHHS I[OJIO ITEPALIIMHUX PO3B’SI3KIB
ITEPATUBHUX ®YHKIIOHAJILHO-TA®EPEHIIAJILHAX PIBHSHD

We propose an iterative method for solving the iterative functional differential equation

2 (t) = Mz(t) + Aoz (1) + ..+ Xz (1) + £ (D).

3anponoHOBaHO iTepalifHnil METO ] 3HaXOKEHHS PO3B’SI3KIB iTepaTHBHOTO (PyHKIIOHAIBHO-IU(EPEHIIAIEHOTO PiBHIHHS

2" () = Mz(t) + Xz (1) + ..+ Az™ (@) + £(2).

1. Introduction. Second-order functional differential equation
2 (t) = H(t, ot —7o(8), x(t — 71 (1)), 22 (1), ... 2t — Tn(t)))

has been studied in [1] and [5]. If take 7;(t) = t —2[=1)(¢), we obtain iterative functional differential

equations of the form
2 (t) = H(t,2(0),2l (), 22 0), ... 2P (1)),

where zl9(t) = ¢, z(t) = x(t), () = z(x(t)),..., zM(t) = z(z""1(t)). Petahov [9]
considers the iterative functional differential equation

' (t) = cx(x(t))
and obtains an existence theorem for solutions. Later, Si and Wang [11] study
2" (1) = cot + cra(t) + o (@) + ...+ 2 (1),

and show the existence theorem of analytic solutions. Some various properties of solutions for several
second-order iterative functional differential equations, we refer the interested reader to [12—16].

In this paper, we intend to determine explicit approximate solutions, with given initial values, of
equations of the form

2 (t) = Ma(t) + doxP (1) + ..+ Maz(t) + f(2). (1.1)
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A NOTE ON ITERATIVE SOLUTIONS OF AN ITERATIVE FUNCTIONAL DIFFERENTIAL EQUATION 1565

To the best of our knowledge, there are little results about approximate solutions for iterative func-
tional differential equations. There exists several perturbative methods to determine explicit approx-
imate solutions [6, 8, 10], most of them require a small perturbative parameter. In this paper, our
iteration schemes inspired by [2 -4, 7]. For convenience, we will make use C(I, I) to denote the set
of all continuous differential functions from closed interval I to I with the norm ||z|| = sup,¢; |z (t)].
For M > 0, define

cl () = {@ e CV(I,D)||p(t2) — p(t1)]| < Mlts — 1] forall ¢, t1, ts € R}.

It is easy to see C1,(I) is closed convex and bounded subsets of C* (I, I).

2. Convergence of the sequence of approximate solutions. Now we will use iteration method
to solve Eq. (1.1), where f is a continuous function on a domain I = [a — J, a + 0].

Lemma 2.1. Forany z,y € Cy,(I), t1,ts € R, the following inequality holds:

k—1
28— W[ < ST M e —yll, k=12,.... @.1)
j=0

Proof. 1t can be obtained by direct calculation by the definition of C3,(I).

Noting the kth step equation for (1.1) is

2 () = Mz () + Azl () + .+ A2l + f(1), tela—bda+d],  (22)

with 311(a) = a, 7)., (o) = B and A\; < 0, where 2¢(t) is an initial function, o and 3 are given
real numbers. Integrating (2.2), we obtain

Zg+1(t) = acos (\/—7>\1(t —a)) +

t

1 - [4] .
g A COS —Alt/xk (s)sin/—A1sds—
VAL

«a

sin (v =M (t—a))—

N

¢
1
— -\t i —A1sds+
= cos 1 /f(s) sin v/ —A1sds

t

+——3 nisiny/—t V= Asds+

«

¢
1
iny/—Ait vV —A1sds =
+m51n 1 /f(s)cos 18ds

2

2— isin(m(y+t—a))+

a
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1 n
NS

)

t
i / xg (s)siny/—=A1(t — s)ds+

[0

+

t
4 1 /f(s) sin \/—7)\1(75 — s)ds, (2.3)

Ny
——
1/042—?1

[e%
Next we will show sequence {x(t)}|;2, convergent to x(¢) which is the solution of (1.1) if we
take any xq satisfies zo(t) € I forany ¢ € I.
Theorem 2.1. Let I = [a — §, a0 + 0], A1 < 0, and the following conditions hold:

(@)

where

VB2 — 02X + L6 Y |\l + L'6 < min{M, 1}, (2.4)
=2
where L = max {|a — 6|, |+ 8|}
(i1)
5 n 1—1
—_— M|\ < 1. 2.5
2 2 M 2.5)

Then, for any ||f|| < L', (1.1) has a solution in C3,(I).

Proof. First, we need zy, € Cj,(I), k =1,2,..., for any t € I. We will prove it by induction.
It is easy to find z1 € Ci,(I) if we take any x( such that x(t) € I for any ¢t € I. Assume
z, € Cy(I), k> 2. By (2.3), it is obvious that x4 (o) = a, 2} (@) = 3. From (2.4), we have

|2p41(t) — @ = |zpg1(t) — 2pp1 ()] <
< <\/52 — a2\ + L6 N+ L’é) lt—al <6
=2

and

|41 (t2) = T ()] <
< (\/er L3y il + L'5) |t2 = ta] < Mt = ta].
1=2

This proves that zj1 belongs to C1,(I).
By (2.1), it is obviously that
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n

(4] (]
sup |zp41(t) — ax(t)| < sup |z, (1) — 24 (1) <
te[a—é,a—‘rti]‘ V=1 i—o te[a—d,a+4] F ot
n i—1
=2 j=0
1.e.,
zkt1 — 2kl < Tlleg — 2]l
where
IS
I'= M|\
L =2 j=0
Therefore,

lzker — @l < T oz — .

Now, let us go back to Eq. (1.1) and its solution x(¢) as given in (2.3). Let

m—1
T (t )+ g (X1 — xk).
k=1

1567

(2.6)

We shall show that Z::l (zk41(t) — z1(t)) converges on the interval [a — 4, v 4 6]. This would
imply that x,,(¢) has a limit on this interval as m — oo. Clearly to show the convergence of

Z:;l (zr41(t) — z1(t)). From (2.5), series

Z [2k+1 — 2k ]| < ka g — ]| =

sz — 21|

converges.

This shows that {x,,(t)} is a Cauchy sequence under the supreme norm and, therefore, converges

uniformly to a continuous function z(¢) on [« — §, « + §]. Thus,

2

2(t) = lim a1 (t) = [0 - fl sin (x/—)\l(u it a)) 4

\/_7)\12)\ / hm :1:[](3) sin v/ —A1(t — s)ds+

2

= oﬂ—flsm(\/—ix\l(l/%—t—a))—&-
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n t

1 i
= Z)\Z/x sin —)\1(t — s)ds+

1=2

[0

¢
/ )sin /= AL (t — s)ds. (2.7

By direct substitution of (2.7) in (1.1), we show that z(t) satisfies this equation. In addition (2.7)
also shows that z(a) = a and 2'(a) = (. Then z(t) satisfies (1.1) along the required initial
conditions. In consequence, the sequence of functions given by S = {zo(t), z1(t),...,zm(t)... }
can be considered as approximate solutions of Eq. (1.1).

Theorem 2.1 is proved.

Now, we shall give the result for A; > 0. Integrating (2.2), we obtain

_1 B\ vrit-a) B\ e
w’“*“”ﬁ((“m)e t *(O‘ W) o

t

n ¢
Z/\ie‘/xt/x,z](s)e‘msds—i-1emt/f(s)emsds—

on
t t
- 1A t/xgj VATS g —\/Ht/f rsds) _
_! (a+ B >6m<t—a>+<a_ B > VAi(a—t) |
1 <& / 1
+—= Al/xgl(s)em(t_s)ds—i-/f(s)eﬁ(t ) ds
2 J Al J
1 < / .,
— )\i/.’l?m s)eV it gs / s)eVils—tgs | . 2.8
a2 ;i (5) N f(s) (2.8)

Theorem 2.2. Let I = [a — §,a + 0], A1 > 0, and the following conditions hold:
(1)

VAL <a + ﬁ) eVAio ! (e\/x‘s - efm(S) (L/ +L Z ])\Z|> <min{M,1}, (2.9)

v PN 2
where L = max {|a — 6|, | + 8|}
(i1)
n i—1
L (VAi@td) _ —vVAi(atd) ~
— aro) — @ M|\ 1. 2.10
2\ (¢ ¢ );; Al < (2.10)

If we take zg € CY(I, 1), then for any ||f|| < L', Eq. (1.1) has a solution in C3(I).
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Proof. Similar as Theorem 2.1, if we take any zo € C'(I,I), easy to see that z; belongs to
Cyy(I). Assume () = a and z(a) = f3, by (2.8), it is obviously z41(a) = o and 2, (a) =
= (. Furthermore, by (2.9),

|[Tpp1 () — o] = |21 (t) — 2y (a)| <

(v ) oo Jeorss

1=2

|Trr1(t2) — Tpy1(t1)] <

B > NovTS 1 NoST R/t AN -
< [V ) eV (VM VAN (L DY) | e - ] <
—< 1<‘”m g (e (e Z )

< Mty — t1].

This proves that zj1 belongs to C1,(I).
Using (2.1), we see that

sup {:ckﬂ(t) — xk(t)| <

te|a—d,a+4d]
o L (v Y 0
_7<e —e )Z|>‘Z| sup -z, ()] <
1 n i—1 .
<5 ( VAi(atd) _ \/K(a+6)) SOST My, — wiall,
1 i=2 j=0
i.e.,
[zpt1 — 2kl < Tallze — 2l
where )
1 n i—
M= ( VAi(a+é) _ a+5)> M|\
1= o (e ;Z Adl.
7=0
Therefore,
zhsr = axl] < Tz — 21]]. 2.11)

Now, let us go back to Eq. (1.1) and its solution x(¢) as given in (2.8). Let
m—1
Ty (t ) + Z Thy1 — Tk)-
k=1

We shall show that Zzo_l (zk41(t) — z(t)) converges on the interval [a — d,x 4 6]. This would
imply that x,,(¢) has a limit on this interval as m — oo. Clearly to show the convergence of
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Z:;(xkﬂ(t) — x(t)). From (2.10), series

[ee] o0 1

Tht1 — T < 1 e —z1]| = To — I
[ | < ST — ] = e —

k=1 k=1 1

converges.
This shows that {x,,(t)} is a Cauchy sequence under the supreme norm and, therefore, converges
uniformly to a continuous function z(¢) on [ — d,  + 4]. Thus,

z(t) = Hm app(t) =

1 BN vat-a < _5> VAT (1)
‘2((‘”@)6 et T

S A1
1 n t 1 t
e — )\Z/ lim xgj](s)em(s’t)ds_ /f(s)em(st)ds _
A1 = k—oo N
1 B > VAi(t—a) < B > A (at)
= 3 « + pp— (& 1 —|— o — ——— e 1 +
2 <( o o
1 n t 1 t
+— )\i/x[i] s em(t—s)ds+ /f s 6\/H(t_$)ds—
VAL i=2 ) A1 (5)

3

t

. 1
)\i/mm s)eVMls—tgg / s)eVMG—tgs | 2.12
> (s) \/xa f(s) (2.12)

«

1

By direct substitution of (2.12) in (1.1), we show that x(¢) satisfies this equation. In addition
(2.12) also shows that z(a) = « and 2'(«) = 8. Then z(t) satisfies (1.1) along the required initial
conditions. In consequence, the sequence of functions given by S = {zo(t),z1(¢),...,zm(t),... }
can be considered as approximate solutions of Eq. (1.1).

Theorem 2.2 is proved.

3. Examples. In this section, some examples will be showed.

Example3.1. Now, we will show that the conditions in Theorem 2.1 do not self-contradict.
Consider the equation

2" (t) = —25z(t) + x(x(t)) + sint, 3.1

1 1
where \y = —25, Ao = 1, f(t) = sint. Here, « = 0, 8 = 3 Take L = 6 = 10’ M =1,

1
L'=1,29= Tk simple calculation yields
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VB2 —a?\ + Lo+ L6 = % <1=min{M, 1},

and

‘)\2| M] — < 1.
DS

Then (2.4) and (2.5) are satisfied. By Theorem 2.1, equation (3.1) has sequence of approximate

1 1
solutions {z1,},k > 0, such that |z (t2) — zp(t1) = | < [ta — t1| V1,12 € [— 10’ 10] Here,
¢ ¢
1 1
Tp1(t) = sm5t+ B /xz] )sinb(t — s)ds + 5/smssm5(t —s)ds =
0 0
. ¢
1 2]
1205111575+smt+5/$ s)sin5(t — s)ds.
0
1
Moreover, we can find z,(0) = 0 and 23(0) = 3 then Eq. (3.1) has a solution in
1 1
1 - =
“u\ 710710

Example3.2. Now, we will show that the conditions in Theorem 2.2 do not self-contradict.
Consider the equation

2" (t) = 25x(t) + x(x(t)) + sint, (3.2)

1 1
where \y = 25, Ay = 1, f(t) = sint. Here, « =0, 8 = 3 Take L = § = 10’ M=1,1L =

1
T = T2’ a simple calculation yields

p NowT) 1 Noer B, e A :
A R — 1 10— 1 L'+ L|Xa|) <0.665<1= M,1
v\ (a + T\l> e e (e e )( + L 2!) < min{ }

and

1 ( VAr(atd) \/K(cwré)) X2|(14 M) < 0.209 < 1.
2)\1

Then (2.9) and (2.10) are satisfied. By Theorem 2.2, equation (3.2) has sequence of approximate

solutions {zy}, k > 0 such that }wk(tg) — xk(tl)‘ < |t — t1| Vt1,te € [—10, % . Here,
t
Tpy1(t) = % <e5 *5"/ + ;/ ) + sin s) (65(1‘/75) - e5<s*t)>ds.
0
Moreover, we can find z;(0) = 0 and z}(0) = é, then Eq. (3.2) has a solution in

)
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Example3.3. Consider the equation

2" (t) = Ax(t) + z(z(t)) + sint, (3.3)
1
37

1
where A} = A\, Ao =1, f(t) =sint. Here, a = 0, § = takeLzl—O,(Sz(s,M:M, L'=1.

We shall study (3.3) with A < 0 or A > 0.

If A <0, then
, 1 11 )
\/52—042)\1+L(5|)\2|+L5:§+E5§mln{M,1}
and
5(1+M)
*’)\2‘(1+M) Y <1
or
10 10 V-
< —M-——, M <1
0<(5_11 33’ 0 < YA 0<M<1,
20 vV=2A
< — M > 1.
0<5_33’ 5<1+M’ -

We see that the range of § depend on the value of M and A, i.e.,
10 10 100

0<6§ﬁM—§, if )\<—®(1+M) 2BM —1)%, 0< M <1,
o<5<1\5\>, if —%(MrM) (B3M —1)><A<0, 0<M<1,
(3.4)
O<5§%, if A<—£4()%(1+M) M >1,
0<6<1\f:\>, if —%(MFM) <A<0, M>1.

Then (2.4) and (2.5) are satisfied. By Theorem 2.1, equation (3.3) has sequence of approximate
solutions {zx}, £ > 0, such that ‘.’Ek(tQ) — xx(t1)| < M|ty — t1| Vit1,ta € [0, ]. Here take
zo € C*([-6,6],[—6,6]) and

t
Tpa1(t) = 3\/1_7)\ sin(vV/—\t) + \/1_7/\ /xf}(s) sin vV—A(t — s)ds+
0

1 / .
+m0/f(s) sinvV—=\(t — s)ds

1
Moreover, we see that 24(0) = 0 and z/,(0) = 3 Then Eq. (3.3) has a solution in Cj, ([, d]).
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If A > 0, then
\/)\»1 <a + —5 ) eV | b (e‘m‘s — e‘m‘s) (L, + L|)\2|) =
VAL 2vVA1
1T 11 s 11 s
=4+ —"—"— e ——e < min{M, 1
< m%& 20vV/A L
and

1
= (em(a—i-ﬁ) e —VA1(a+9) )|>\ (1+ M) =

Lz Vs
o (e e )(1+M)<1

2\
or

VAT (1 + M2+ A
5<—1 =H(\M
VA 1+ M 1A M)

and

0<5<ﬁ (20+33f<\/f 5+ 0102} ))zHg()\,M), 0< M <1,

1 33 90 30v/A
0<6<—=n + + = H3(\), M=>1.
VA (\/33 +20VA  (20VA+33)2  20VA + 33) s

We see that the range of § depend on the value of M and A, i.e.,
0<éd<Hi(A\M), if Hi(AMM)<Hy\M), 0<M<I1,

0<6< Hy(\, M), if Hy(\M)<HMM), 0<M<]1,
(3.5)
0<6<Hs(N), if Hs(\) < H(\M), M>1,

0<6<Hi(\M), if Hi(\M)<Hs), M>1.

Then (2.9) and (2.10) are satisfied. By Theorem 2.2, equation (3.3) has sequence of approximate
solutions {zr}, £ > 0, such that |zx(t2) — xi(t1)] < Mlta — t1] Vti,t2 € [—6,6]. Here take
zg € C([-46,0],[—0,4]) and

t
1 VAt _ fft 1 VA(t—s) _ VA(s—t)
Tpy1(t) = o ( 2 W J )\gcc > (e e )ds.
Moreover, we see that 2,(0) = 0 and z},(0) = % Then Eq. (3.3) has a solution in Cj, ([, d]).

1 20
Remark3.1. It is easy to see that M =1, A = —25and 0 < § = 10 < 33 in Example 3.1,
satisfies the third line of (3.4). In Example 3.2,

M=1  \=25,

1. 25+ /629 1
Hi(\, M) = 5ln<+2> > 0.644 > 0.10026 > - (133(\/483 + 150)) = Hj()\)

and 0 = 0.1 < Hj, satisfies the third line of (3.5).
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