ROPOTKI DOBITOMJEHHA

UDC 519.624.1
M. Kwapisz. prof. (The Gdanst Univ., Poland)

Some remarks on an integral equation arising in applications of nuinerical -
analvtic method of solving of boundary value problems

Henm‘opme 3aMCUYAHHA K MITEerpajdbHbBIM YPpaBHeHWAM,
NOPORACHILIM YHCJICHHO-aHAJTHTHYECCKNM METOA0M
peHICHIsI TPaHUYHbIX 3a/a4

In the paper the comparison methob anb the chosing of the appropriate norm of the compari-
<on operator is used to establish the solvability of the integral-functional equation resulted by
the application of the numeric-analytic method of solving of boundary value problems for or-
dinarv differential-delay equations of the neutral type.

(. MOMOULbLK) METONA CPABHEHHSI H HANJICXKAUIEro fMoabopa HOPMbI OMepATOpa CPABHEHHS YCTaHAB-
JIHBACTCS PazperiMOCTh HHTErpo-pyHKUHOHANBHOTO YpaBHEHHsA, NOPOKACHHOIO YHCJIeHHO-aHa-
JHTHYECKHM MCTOJIOM pelleHHsl TPaHHYHBIX 3alay AJ1s OObIKHOBEHHBIX AHdxbepeHUHaJbHEX YpaB-
Henuii HefiTpaaLHOrO THMA.

3a nonoMoroi MeToly NopiBHAHHSA 1 HaJeXKHOFO J06OpY HOPMH OflepaTopa IOPiBHAHHSA BCTAHOB-
JOETLEST PO3B’SIBHICTE iHTErpo-PyHKNIOHANBHOTO PIBHSIHHS, MOPOMKEHOrQ YHCeJbHO-aHaJiTHY-
{IHM METOIOM PO3B’SI3YBaHHsI TPAHHUYHHX 3alay JUIsl 3BHYAHHHX AudepeHLiaJbHAX PiBHSHb Hel-
TPAJILHOTO THITY.

The application of the numerical-analytic method (see A. M. Samoilenko
and N. 1. Ronto |1, 2]) to the solution of the problem:

X O =Tt x@@®)x @), teJ=10,T), T>0, (1
Ax(0) + Bx(T)=d @)
by the substitution t
x () = x, + S z(s)ds 3)
0
leaas us (see |3]) to the following system of equations
(7Y
20) =[xy + 0O )+ o | 2 (s)ds—
0
7
— 20 { 29ds, 2@ oM, @
a(t') .
¢ (x) = - [ 2()ds =0 ©®)
0

with
9 (x)=T"'B~ (d— (A + B) x,).

It is assumed that feC(J x R" x R", R"™), «a,peC(J,J), dER", A and B
are n X n matrices.

It is quite clear that the solution x* of (1), (2) is found when a solution
(xo, 2*) of the system (4), (5) is given. The formula (3) serves for the relation
between the solutions. In the method we are dealing with the system (4), (5)
is solved successively. As the first the equation (4) is solved with respect
to z at the same time x, is considered as a parameter. As a result
of this we find a function z* (., x,) which together with equation (5) is used

to find xo. Finally the solution of (1), (2) is given by the equation x* (f) =
= z* (4, %0).
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The aim of the present paper is to discuss the conditions under which the
solution z* (-, x,) of equation (4) can be obtained by the method of successive
approximations

Zppr (t x0) = (Fz)) (1, x), k=—=0,1, ... (6)
with 2, choosen arbitrarilly. Here the operator F is defined by
the right hand side of cquation (4). The convergence of the sequence {z,} will
be obtained by the comparative mcthod (sec e. g. [4-—6)).

We introduce the following assumptions

Assumption H,. Thereare n X n matrices K and L with positive
entries such that

It x, ) —Ft, x, PI<K|x—Tx|+ Lly—y| (7

for all £€J, x,y,x, y€R". Here |- | denotes the absolute value of the vec-
tor, so [x|= (%[ -.er | 20 D

Assumption H,. Forany positive function 21€C(J x R",R%) there
exists the unique solution 4, €C (J x R" R1) of the comparison equation

u(t, xo) = (Qu) (. xo) + b (2, %), @®)
with the operator @ defined by the equation
. a(l) 7
(Qu) (¢, xy) = —T——T‘}ﬂ S Ku (s, x4) ds -+ a7(‘t) S Ku (s, xg) ds+Lu (B (£), x,)-
b a(n)

Now for a fixed initial approximation 2, we define
h(t, xo) = [{F2o) (t, xo) — 2, (¢, Xo) | 9

and we construct the sequence {u,} by the formula
Upgr (8, xg) = (Quyp) (8, %), k=1,2,...,1€J, x,€R", (10

for u, defined by equation (8) with h given by equation (9). From Assumption
H, it follows easily (see for the comparative theory) that the sequence {u;}
is nonincreasing and converges almost uniformly (uniformly on any compact
subset of J X R") to the zero function. Moreover by the mathematical
induction rule we get easily the following estimations

2, (8, xo) — 20 (L, xp) | <T g (£, %)y, k=0,1,.., (11)
|2hagp (E, Xg) — 20 (£, x) Sy, (£, %)y Ry p =20, 1, .... (12)

From these estimations it follows the following
Theorem. If the assumptions H, and H, are satisfied then for every
Xo € R there exists a unique solution z* (-, x,) of equation (4), moreover

2* (1, x4) = lim z;, (1, x,), k—> 4 oo, (13)
|2* (¢, xo) — 2, (&, xo) | <Tuy, (4, %), R=0,1,.... (14)

It follows from the given general discussion that now the crutial point
is to find practical sufficient conditions which quarantee that the Assumption
11, holds true. There is an immediate answer to our problem. 1t is enough to
assume that some norm of the operator € is less than one. However there are
many different norms of the same operator €2 (they depend on the norm taken
in the space of continuous functions where the operator is defined). I'et us
consider some special cases.

I. If we take in the space C (J, R®) the standard supremum norm (the
Tchebysheff norm) then we see that the Assumption H, holds if the condition

mlkll+ILjj<<1l, m=21""max[(T —a(t))a(t):tEd] (15)
holds.
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2. If we take in C(J, R") the following weighted norm
full,=max{Ju(®)|,:1€J], |u(l)l], = max (o7} |u; ()i = 1,2, ..., 1]

with / the positive eigenvector of the matrix mk 4 L corresponding to the
cigenvalue which is equal to the spectral radius of that matrix (the existen-
ce ol such cigenvector is quaranteed by the well known Perron theorem) then
the Assumption H, holds true when the spectral radius of mk -+ L is less
than one (see 13]), i. e.
0=o(mK -+ Ly<C1l. (16)
In fact in this case we have
fu@<lull-b, QO uly (MK + LYb=pliu]-b

what means that | Q], <o << 1.

3. In the case a ({) = ¢, § (f) = ¢ the condition (16) can be replaced by
the following one

p,:p<_§“1\'+L><1. (17)
To get the result we need to employ the following norm

(| u H,M = max |({ (T —?) + c')_l lu(l)l,:2€J}

for the corresponding eigenvector b and sufficiently small positive number
¢. From this definition we have

la @< llull, - CT—=0+c)b

! T
L@y 1< lall, [T7HT — ) [ (s(T—s) + ) Kbds - T~ { (s(T — ) +

h :

and consequently

+ ¢) Kbds + ¢ (T — #) 4 ¢) Lb] <|lull, (T7UT —0 @ " (T + 4Tt — 43+
-1+ 2¢) Kb 4+ @ (T — 1 +c)Lb).
This implies the Tollowing inequality
(T — b 4o Q@ < full, (37T + 2T Kb+ Lbl =
= llull,, (p'b+ 2T KDy <Nuf, (o + 2T |[Kbly) b
because Kb <[ AbIb. From the last inequality we find
[Qull,, <"+ 2T | Kbl ul,,

which means that |QI|, <1 if " <<1 and ¢ is sufficiently small.

4. Observe that in the case a (f) = ¢, P () = ¢ one can reason in a dif-
ferent way. Under the condition p (L)}<Z 1 the equation can be rewritten in
the equivalent form

{ T
ut)="T" ((T-—t)S K,u(s)ds + zg K (s)ds) + Ay (), (18)
V] t
where
Ky=(U—Ly"'K, hy(t)y=(— Ly 'Ii(t, x).
Now the Assumption H, is satisfied if the following conditions hold
o(Ly< 1, pB ' TU=L™K)<]l.

In this case it is worthy to observe that the substitution u () —hy({) =v(¢)
in the equation (18) reduces this equation to the form which can be considered
in the subspace of function of C (J, R?) having the property

max (¢ (T — &) o @)]: t €J] <+ oo.
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Now the norm | u (... can be replaced by that which corresponds to ¢ = 0.
5. Finally we will seek the solution of equation (18) by the Neumann
series. For the convenience we will write K, and A; as simply K and /1. Let

14 T
(Gu) () =T~ I'(T —1) 5 Ku(syds + ¢ S K (s) dsJ , (19)
i 0 #
. . too
Gu) () =u(t), GTw))=G6GuE), i=01,.. u,t)-—= N @'y
=0 (20)

[t is clear that the series (20) converges uniformly when the norm of the operator
G is less than one. So one can use the results of our discussion. Now we will
present the aproach based on some peointwise estimations. This will be close
to the considerations given in the books |1, 2]. Let the sequence {«;} be deli-
ned as follows

i T
G (f) =T ((T—t) S a; (s) ds —f—tSai ()ds), @@ =1, i=0,1,..

(21)
Take H€R", H>0 such that {#(f)|< H for t€J. Now by the mathema-
tical induction rule we infer

0 (Gt <oy (K H, i=0,1,.... (22)
By the dirrect calculations (see {1]) one can find that

ay () <27 T, (1), 2 (1) <37 'Tay (),  ay(t) <107 T2, (1),

T 22 / T 2
P 03] <<—17]—-6-) %y (), @z (f) <<"171*—6‘> a (8, i=12,...

From these inequalities we get the estimation

a; () <<-1—/T—T_O_)i_lal(t), red, i=1,2 .., a ()= VBW) a, (@), (23)
From (22) and (23) we have
0< (G () (t)g(T/ZlTT K)i"la.1<t) KH, i€d, i=12, ..
Now we see that the series (20) converges uniformly when
(Vl() K ) @9

Clearly the function u, defined by (20) is a solution of (18) and

T y\—1
_ K} KH.
Tan \) K

We observe also that in the case considered the corresponding functions u,
(see formula (10V) satisfy the relation

e () < Mn+mm0—

Vi V1o

Now the estimation (14) takes the form

L _ T ; T —1
V2% (1, %) — 25 (4 x0) | KT Vlo.a(t)<vlo K) (I——_V_T()—K) H,

i, (6) = Z(th) * ga(t)<_%)'c"<1— T .«’)—11\'11. (25)

=k

for # = 1,2, ...
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We observe that in the book [2, p. 13, 59] in the corresponding estimations
the the number 10 does not appear, it is replaced by the number =n. In the
merit there are no special reasons for the presence of this specific number.
The only justification is that these two numbers are very close. Indeed, we
have o =: 3,14159265 ... <7 1710 = 3,16227766 ....

As it was mentioned at the beginning of the paper we are not intend to dis-
cuss Jarther deteils which are concerned with the solving the corresponding
cquation which determines xq. The rcaders are advised to consult the publi-
cations {1, 2, 7] for the necessary delails.
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